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Abstract

Nowadays, most of the on-chip (integrated) plasmonic single-photon sources
emit an unpolarized stream of single photons that demand a subsequent
polarizer stage in a practical quantum cryptography system. Therefore, this
thesis achieved the specification of the polarization states of the emitted

photons by studying three main topics.

Firstly, the coupling of the light emitted from a quantum emitter at
700 nm wavelength to the propagation mode supported by an on-chip hybrid
plasmonic waveguide polarization rotator is numerically demonstrated. The
results proved that the light emitted is linearly polarized at 0°, 457-45", and
90° with propagation lengths of 5 um, 3.3 um, and 3.9 pm, respectively.
Moreover, high power-conversion efficiency was obtained from an applied
transverse magnetic mode (0’-polarization) to a transverse electric (90°-
polarization) and a linearly polarized light at 45°/-45° of 97% and a 98%,
respectively. The proposed work obtained almost a 3-fold enhancement of
the total decay rate of the QE with high emission coupling efficiency (p-
factor) of 88%, 80%, and 87% to the corresponding waveguide mode for 0°,
45°/-45°, and 90°, respectively. The proposed methodology paves the way
towards more efficient and less complicated on-chip plasmonic single-
photon sources with a specified output polarization. To the best of our
knowledge, this is the first work that presents a polarized on-chip single-
photon source based on HPWs at the transmitter side for a QKD system to
achieve a specific polarization of the output photons at the wavelength of QE

emission with a high p-factor.

Secondly, the numerical techniques required to prove the single-
photon emission from any type of quantum emitter after being coupled to
any nanostructure are presented. Purcell effect modifies the emission
characteristics of QEs, such as Color Centers in Nanodiamonds, for example,
Nitrogen-Vacancy centers, Silicon-Vacancy centers, etc., or semiconductor
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quantum dots. The proposed numerical approach is based on the unique QEs’
experimental photophysics parameters and numerical analysis software,
which are MATLAB and Quantum Toolbox in Python (QuTiP). The results
show a comparable g?(t) behavior between the proposed numerical model
and the other two experimental results for the QE before and after coupling
to a plasmonic waveguide with subwavelength dimensions. The proposed
methodology is essential to prove the single-photon emission of modeled
single-photon source in an on-chip polarization-dependent quantum key

distribution system.

Finally, a double-layer approach is proposed to design a compact four-
state polarization-independent grating coupler. The proposed polarization-
independent GC is designed to couple a 700 nm polarized light propagating
in a 150 nm Gallium Phosphide waveguide to a polarization-maintaining
fiber. The double-layer approach is based on the deposition of GaP gratings
designed to couple the TM light over the GaP gratings designed to couple
the TE light. The two layers are separated by a Hydrogen silsesquioxane with
an optimum thickness of 20 nm. The proposed method resulted in relatively
high coupling efficiencies of 39.2%, 31.1%, and 23.3% for the TE, TM, and
45°/-45° linearly polarized light, respectively. The polarization-dependent
loss is 1 dB, 1.26 dB, and 2.26 dB corresponding to TE-TM, TM-457-45,
and TE-45°/-45’, respectively. The performance of the double-layer approach
Is numerically verified by the two-dimensional finite element algorithm
using COMSOL software. The proposed method suggests a novel and simple
approach to design a compact four-state polarization-independent GC that

could be used in integrated photonic and quantum communication circuits.



List of Abbreviations

2D Two Dimensional
3D Three Dimensional
Ag Silver
Al Aluminum
Au Gold
B External Magnetic Field
BOX | Buried Oxide
C Carbon
Cds Cadmium Sulfide
CdSe | Cadmium Selenide
CE Coupling Efficiency
DLSPP | Dielectric Loaded Surface Plasmon Polariton
EM Electromagnetic
ewfd Electromagnetic Waves Frequency Domain
FDTD | Finite Difference Time Domain
FEM Finite Element Method
GaP Gallium Phosphide
GC Grating Coupler
GeV Germanium Vacancy
GUI Graphical User Interface
HBT Hanbury Brown and Twiss
HPW | Hybrid Plasmonic Waveguide
HSQ Hydrogen Silsesquioxane
Intop Integration Probe
LDOS | Local Density of States
LOQCs | Linear Optical Quantum Computers
NA Numerical Aperture
NV Nitrogen Vacancy
PCE Power Conversion Efficiency
PDE Partial Differential Equations
PDL Polarization-dependent Loss
PICs Photonic Integrated Circuits
PMF Polarization-maintianing Fiber
PML Perfectly Matched Layer
PMT | Photomultiplier Tube
PSB Phonon Sideband
PW Plasmonic Waveguide
QE Quantum Emitter
QD Quantum Dot
QKD | Quantum Key Distribution
QuTiP | Quantum Toolbox in Python
Si Silicon
SiO; Silicon Oxide
SiV Silicon Vacancy
SOl Silicon on Insulator
SPAD | Single-photon Avalanch Detector
SPEs | Single-photon Emitters

SPPs

Surface Plasmon Polaritons




SPS

Single-photon Source

TE Transverse Electric
TEM | Transverse Electromagnetic
™ Transverse Magnetic
Vv Volume
WCP Weak Coherent Pulses
ZPL Zero Phonon Line




List of Symbols

Vi

A general vector

A unit vector of the dipole moment

Angular frequency (rad/s)

Another position in space (m)

Attenuation factor (Neper/m)

Curl operation

Current density (A/m?)

Damping frequency (rad/s)

Dielectric

Diffraction angle to the cladding region

Dipole moment (A.s.m)

<
AE Pl g 2 Flle £z

Divergence operation

>
(9]
=

Effective index

Electric field intensity (V/m)

Electric flux density (C/m?)

Excitation strength

Free-space wavenumber (rad/m)

Gradient operation

Grating coupler’s period

oll> <l |o|ol|m

Green’s function

<
N

Laplacian operation

Lowering operator

Magnetic field intensity (A/m)

Magnetic flux density (Tesla)

Metal, number of photons

Normal unit vector

S (=513 |wWlx|a

Number of photons

Numerical Aperture

Optical fiber’s radius

Phase constant (rad/m)

Planck’s constant (J.s)

Plasma frequency (rad/s)

—

Plasmonic decay rate

Polarization conversion length

Poynting vector (W/m?)

2 ||t

Propagation factor

@)
L~
—
N—

Rabi frequency

Reduced Planck’s constant (J.s)

Refractive index of a material

Rotation angle

Simplified Hamiltonian

Space (m)

Speed of light (m/s)

[

Spin quantum number

»w3lo|wI|o|s|=

Surface area (m?)

=
x
<=

The decay rate from level x to level y




vii

[, The decay rate in a vacuum
Tx The decay time of level x
Ye The gyromagnetic ratio of electrons
tshift The mean value of the pulse
Uy The permeability of free-space (H/m)
€6 The permittivity of free-space (F/m)
Px The population of the electrons at level x
Ppl The projected LDOS to the plasmonic waveguide’s mode
p-factor | The ratio of I, to [
. The relative permeability of the material
€ The relative permittivity of the material
g@(t) | The second-order intensity correlation function as a function of time delay
G®@(t,t) | The second-order optical coherence function
Pt The Signal/Noise ratio
tp The variance of the pulse
t Time (s)
T+ Time operators
Tiot Total decay rate
P, Total radiated power in a vacuum (W)
Piot Total radiated power in medium (W)
1 Unit dyad
\Y/ Volume (m®)
Dy Volume charge density (C/m®)
A Wavelength (m)




viii

Table of Contents

ACKNOWIBAGMENT ...t i
N oL = Tod SO TRTOR i
LiSt OF ADDIEVIALIONS ......ooviiiieiiiieiee e iv
LISt OF SYMDOIS ... s vi
Table OF CONENES .....ciiiiiecee e bbbt viii
LIS OF FIGUIES ..ttt et et e e et e e eara e teeneesneenrs X
LISt OF TADIES ..t XVii
CRAPTEE L ..ttt 1
] X oo [1od o] o TSRS 1
1.1.  General Introduction and MOtIVAtION ...........ccooriieieiie e 1
1.2.  Integrated OPtiCal CIFCUITS ......ccveiviieiiiiiiicee e 3
1.3.  Computational NANOPNOTONICS.........cccueiieiieiiiiece e 4
1.4, EIeCtrOYNAMICS ....cccveiiiiieieie sttt ettt sre e 5
1.4.1. MaxXwWell’s @QUATIONS .....vvieiuiieeiiiieesiiieesiiiessitiessbaeestee e s e e sbee e ssbeessnbeeessneesnsnee e 6
1.4.2. POynting’s th@OTEM ........coviiiiiiiieiie et 7
1.4.3. Dyadic Green’s fUnCHON. ........cocviiiiiiieiiieee e 8

1.5, CoUPIING ThEOIY ..ot 8
L.5.1. PWS dECAY TALE ..ot 9
1.5.2. The QE’s total decay rate ..........cccccviieiiiiiieieee e 11
1.5.3. The B-FACLON ....eviiiiiiiieec e 11

1.6.  PROLON SEALISTICS ... veiviiiieiieiieieiiesie et 12
1.7.  Types of QUantum EMILLErS ......ccccoeiiiii e 20
1.7.1. QUANTUM DOS....eeiiiiiiiiee et e e e e e enees 20
1.7.2. Defect centers in diamondS.........c.ocveieeeeiieeie e 21

1.8.  General relations of waveguide propagation...........c.ccocevviririeienenenene s 29
1.9.  Surface plasmon polaritons (SPPS) ........ccoeriireniienesiseiee e 34
1.10.  LIErature SUIVEY ....c.ciieiiieieesee sttt et 39
111, AIM OF the theSIS...uiiiiiice e 43
1.12.  The layout of the theSiS.........ccciiiiiiiiiic e 44
CRAPLEE 2 ..t eara e 44
Polarization control of a QE coupled with an HPW ............cccc oo 44
2.1, INTFOTUCTION ...ttt ettt b e 44
2.2. The PropoSed HPWV ........ooiiiioiccie ettt 45
2.2.1. Selection of the HPW’s materials ..........ccccovieiiiiiiiiiiiiiiiecec e 45

2.2.2. Selection of the HPW’S GEOMEIIIES ....cevvvveiiiiiiiiieiiie e 49



2.3. Polarization control mechaniSm ... 53
2.4. The QE’s spontaneous emission enhanCement ...........cccvvvvveriueeniieesiveesnneesninnns 57
2.5. Tuning the output POIArIZAtION ..........ccveiieiecie et 71
CRAPTEE 3 . bbb 76
The modeling techniques of the second-order correlation function g@(r) for a
QUANTUM EIMITEET ...ttt nb bbb 76
KT8 I T (1t A o o SO P PR T 76
3.2. The NV emission dynamics with unity quantum yield ...........cccocoveviniiiiciene. 77
3.3. The NV emission dynamics with less than unity quantum yield ..............c.......... 82
3.4. The emission modeling of a two-level QE...........ccccoceoieiiiiiiciecc e, 88
(O g F= T 0] (=] SRS 98
Design and numerical verification of a four-state polarization-independent GC...98
I 14110 o [FTox o] [P R SRR PP PTRPRR 98
4.2. The GC’S PIINCIPIES ..vvivviiieiiiieiie e 99
4.3. The TE GC simulation frameworK............cccovvueriiiniienise e 103
4.3.1. The 2D COMSOL simulation framework in [118] ........ccccceoeieiiiiiinnnins 105
4.3.2. Changing the Si waveguide with a GaP waveguide ...........c.ccoevervrverinennnns 110
4.4. The polarization-independent GCS............coeiiieiiiiieii e 121
4.4.1. Tuning Oc and A method ..o 121
4.4.2. The A intersection and union method [95] .....cooviiiiiiiiiiiniee 123
4.5. The propoSed GC deSION .....c..coieiiieieiieiie et sre e 126
4.5.1. The modifications to COMSOL’s 2D simulation framework ..................... 126
4.5.2. The proposed GC design methodology .........ccccoeveririninieieiene e 128
4.5.3. The excitation reqUIrEIMENTS .........cccoiiiirieieeie e 140
CRAPTEE S .. bbbt bbb 140
Conclusions and Suggestions for FUtUure WOrK..........cccccovviieriiiesieene e 140
5.1, CONCIUSIONS ...ttt ettt nnesreenbeenee s 140
5.2, FULUIE WOTK ...ttt ettt ettt sbe e 141
F AN o] o 1=] o [ Tor =SSOSR PRPRTRP 141
A. Graphical [Iterature SUIVEY .........cocviiieiie e A-1
B. The MATLAB code for SECHION (3.2) .....ccviiriiiiieieie e B-1
C. The MATLAB code for SECtion (3.3)......cccveiirieiiniirienesieieee e C-1
D. The QUTIP code for SECTION (3.4) .....cciiiiiiiiieeee s D-1
E. MATLAB code to generate the contour plotS.........ccccevvevviienieene s E-1
F. PUDIICALIONS: ...t F-1

Referencess



List of Figures

Figure 1.1: The delay times against the feature Size [15] ........cccooriviiiiiiiencnse 4
Figure 1.2: Several technologies for on-chip integrated circuits [17].........ccccccevveviernennn. 4
Figure 1.3: the three decay channels for a QE near a PW [25].......ccccoevveieiiccicciecee, 8

Figure 1.4: The implementation of Equation (1.14) to calculate I'pl/To in a a) Wire
made of silver, b) Two nearby silver wires, ¢) V-groove waveguide, and d) Wedge
WAVEGUITR [25] ...ttt bbbttt bbbt 10
Figure 1.5: B-factor for the waveguide structure presented in Figure (1.4.b) [25] ......... 12
Figure 1.6: p(m) distribution for (a) a thermal light source (lamp), (b) a coherent light
source (laser light), and (c) an ideal single-photon source [28]........cccccoveviviiniiieiennnnne 13
Figure 1.7: A schematic of the HBT experiment using a classical light source [29]......14

Figure 1.8: A time-dependent simulation shows the intensity fluctuation to tc of a

Chaotic light SOUICE [29].....ccuv et 14
Figure 1.9: g(2)t for (a) bunched (chaotic), (b) coherent, and (c) antibunched light
SOUICES [B0] ettt ettt bbbttt et bbb b nre s 16
Figure 1.10: A HBT experiment with a stream of photons input [29]..........cc.cocvvvnenne. 17
Figure 1.11: The photon stream for a (a) thermal light, (b) laser light, and (c) quantum
FEGNT [29]. ettt es 17
Figure 1.12: (a) Fock state with unity mean photon number, (b) A two-level QE emits a
SINGIE PROTON [27] ..ot 18
Figure 1.13: The photon emission sequence from a QE [29] .......ccccevviiiiniiiiiicne 18

Figure 1.14: The schematic of a general set-up used to characterize the emission from
SYstems With QES [B0] ....coveeiieeiiiie ittt 19

Figure 1.15: The time correlator’s graph under (a) continuous, (b) pulsed excitation [29]

Figure 1.16: (a) A QD composed of a CdSe core with a CdS shell exhibited a blinking
behavior of its emission at a core radius of 1.1 nm and 2.4 nm shell thickness. (b-e) The
photoluminescence (red) and absorption (blue) curves for four different core radii of
1.35nm, 1.7 nm, 2.2 nm, and 2.7 nm, respectively [32] ......cccceovrviiieniiieneene e 20
Figure 1.17: (a) NV-center’s atomic structure, electronic structure for (b) NV°, and (c)

NN LY 1 RSSO 22
Figure 1.18: Emission spectra of an (a) NV?, (b) NV- excited by a 532 nm laser [25] ..23
Figure 1.19: (a) The synthetic type IV diamond [48], (b) The microscopic NV center


file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608967
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608967
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608967
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608979
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608979
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608979
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608979

Xi

Figure 1.20: The experimental setup of pumping NV centers in a diamond performed in

Figure 1.22: The simplified transitions and energy levels for both types of the NV
center, Red and Green represent red and green excitation, respectively [50]................ 25

Figure 1.23: A three-level model for the emission dynamics of the NV center [52]......25

Figure 1.24: The detailed energy levels schematic for NV~ center [50] .........cccovvvnnenne. 26
Figure 1.25: The fluorescence counts against the excitation power for the single NV~
(o= ) T 1522 [T S 28
Figure 1.26: SiV’s (a) atomic structure, (b) electronic structure (negatively charged)
53] SRRSO PSRURIN 29
Figure 1.27: SiV- emission spectra at different temperatures [55]......ccccccevveveiiieinennnns 29
Figure 1.28: A waveguide with random and uniform cross-section along the direction of
ProPagation [B4] ... .ccieii et rs 30
Figure 1.29: SPPs propagating at a metal-dielectric boundary [62] ........cccccceiviiiinnnne. 35
Figure 1.30: SPPs dispersion relation at the ideal metal-air and metal-silica interfaces
510 OSSPSR 38
Figure 1.31: Aim of the thesis diagram .............ccccoveiiiiiiic i 44
Figure 2.1: The general structure of an HPW at a wavelength of 1.55 pm .................... 45

Figure 2.2: The two orthogonal modes supported by the HPW for each case of output
polarization for Au, Ag, and Al materials at 700 NM..........c.ccceviiieiieie e 47
Figure 2.3: The HSQ’s geometries in DLSPP waveguides used as on-chip plasmonic
single-photon sources. (a) [73], (b) [78], (C) [80] ...eeveeerieiiiiririreeeee e 50
Figure 2.4: The orthogonal modes field distribution when the width and height of the
GaP region is (a), (b) 250, 180 nm, (c), (d) 200, 150 nm, (e), (f) 190, 150 nm, and (g),

(h) 200, 145 NM, FESPECLIVEIY .....eciiiiiiie et 51
Figure 2.5: The orthogonal modes field distribution with Al bar’s height of (a), (b) 45
NM, and (C), (d) 50 MM .o 52

Figure 2.6: The schematic of a QE coupled to an HPW that acts as a polarization
rotator. The inset shows the transversal cross-section of the proposed structure at the
QE'S POSITION ...t bbbttt nb bbb 52
Figure 2.7: The variation of 6 against the Al width for different HSQ thickness........... 55
Figure 2.8: |Hnorm| In the case of the a) first effective mode index. b) second effective
mode index. Arrows indicate the magnetic field distribution............cccccooeiiiininine. 55


file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608996
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608996
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608997
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608997
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608998
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608998
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103608998

Xii
Figure 2.9: (a) |Ex| (b) |E,| for O° output polarization. Arrows indicate the magnetic field
(01153 ] o1V o] o TSRS 56
Figure 2.10: The field distributions for the (a) TM (Ex), (b) TM (Ey), (c), TM (E,), (d)
TM (Hx), (€) TM (Hy), (f) TM (Hy), (9) TM (Ex), (h) TM (Ey), (i) TM (E2), (1) TM (Hx),

(K) TM (Hy), @Nd (1) TM (H2) vttt st 57
Figure 2.11: The normal magnetic field distribution for the second orthogonal mode ..58
Figure 2.12: COMSOL’s variables section that defines Equation (1.14) .........c.ccccvvnnee. 58

Figure 2.13: (a) The Integration (intopl) Nonlocal Coupling in the Definitions tree of
the Model builder, (b) The Global Variable Probe that monitors the Purcell variable, (c)
The transversal distribution of the Purcell factor calculated by Equation (1.14) ........... 59
Figure 2.14: The 2D analysis for the Purcell factor calculation in (a) [25], (b) [73], the
reproduced 2D analysis for the Purcell factor calculation in (c) [25], and (d) [73]........ 60
Figure 2.15: The schematic of the 3D model used to calculate the total decay rate....... 60
Figure 2.16: The total decay rate evaluation (Equation (2.3)’s numerator). (a) The QE’s
location in the 3D model (indicated by the Green line), (b) The edge probe settings for
the corresponding QE’S liN€ GEOMEIIY ......ceevviiiiiiiiiiiiiiieeie e 61
Figure 2.17: B-factor and Purcell enhancement factor as a function of (a) y-coordinate.
(b) x-coordinate for 0° oUtpUL POIAMIZALION ............c.vveieieeeeieeecee s 66
Figure 2.18: The p-factor and Purcell enhancement factor versus x- and y- directions for
(@), (b) [73] and (c), (d) reproduced results, respectively .........cccoocvvvevieeieiieeneeie s 68
Figure 2.19: B-factor and Purcell enhancement factor as a function of y- and x-
coordinates, respectively, (a) and (b), for 90° output polarization, (c) and (d), for 45°
output polarization, and () and (f), for -45° output polarization. ..............ccceeevevevevenne. 69
Figure 2.20: The mesh configuration for the (a) 2D and (b) 3D models.............ccccoeueeee. 70
Figure 2.21: The [Hnorm| When Al width is (a) 110 nm (6 = 45°), (b) 70 nm (8 = 22.5), (c)
70 nm (0 = -22.5"), (d) Schematic of the structure when 0 is -22.5°. Arrows represent the
magnetic field diStriDULION ... 71
Figure 2.22: The electric field components distribution at 90° output polarization (Al
width equals 110 nm) (8) Ex, (D) Ey cveeoveiieiieicieeeee e 72
Figure 2.23: (a) PCE against the variation in Al width at the designed conversion length
for 90" output polarization, (b) The |Ex|, and E, variations against Al width for 45°/-45°
OULPUL POIAIIZALION ...t e e es 73
Figure 2.24: The distribution of the electric field components against z-coordinate for
(@) 0". (b) 90°. (c) 45". and (d) -45° output POlArization.............ccccceeveveeerererereeeceee e, 75


file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609015
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609015
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609015

Xiii
Figure 2.25: The input and output electric field distribution for both x and y
components, respectively, for 0°, 90°, 45°, and -45° output polarization. The figures are
arranged as a) |Ex|,input at 0°, b) |Ey|,input at 0°, ¢) |Ex|,output at 0, d) |Ey|,output at 0°, e)
|Ex|output at 90°, f) |EyJoutput at 90", g) |ExJoutput at 45°, h) |Ey|output at 45, i) |ExJoutput

at -45", J) [EYJOULPUL AL 45 ........oevreceeiceeiesecee ettt 76
Figure 3.1: The experimental g®®(t) under excitation power of (a) 0.16, (b) 1.6, and (c)
30 of the saturation POWEr Psat [S2]......cceiiiiiiiiiiiiee e 78

Figure 3.2: The values of (a) 12,3 and (b) c2,3 obtained from the least square fitting of the
data Shown in FIgure (3.1) [52]....ecceeiiieiieie et 79
Figure 3.3: The fitting of the experimental g®®(t) data in [73] using the model in [52].79
Figure 3.4: The g®@(t) versus time delay plots by (a) experimental fitting [73], (b)

theoretical modeling of the experimental values in [52] .........cccoceviiiiiiieiieiie e, 81

Figure 3.5: The g®@(t) of the proposed structure in Chapter 2 with an output polarization

of (a) 0°, (b) 90°, (c) 45’, and (d) -45" using Section (3.2)’s methodology ...................... 82
Figure 3.6: The diagram for the calculation of g?(t) after coupling an NV center to an
HP WV et 82

Figure 3.7: (a) The modified NV center’s emission dynamic [112], (b) The SiV center’s
emission dynamicC iN [L111] . ..ot 83

Figure 3.8: The g®@(t) experimental graphs for different excitation powers from 0.2 mwW

to 10 mW for (a) NV?, and (D) NV [112]...c.cocuevieieeeeieeeeeee e 84
Figure 3.9: y1, y2, and B for NV° (green) and NV- (red) for different excitation powers

2 SRRSO PSRN 84
Figure 3.10: CONLINUEM. ....c.ooiuieiecic et sre e 85

Figure 3.11: g?(t) comparison between (a) The experimental fitting of g (t) data for
NV- under 0.5 mW excitation power, (b) The modeling of g®(t) by direct approach
(Blue) and using k-parameters approach (dotted red), (c) The experimental fitting of
9®(1) before (Black) and after (Blue) of NV center to a nanoantenna [113], (d) The
modeling of the g®(t) before (Black) and after (Blue) coupling the NV center in [113]
£0 @ NANOANTENNA ...ttt e st e e st e e e snb e e e nbb e e e nnb e e e e 86
Figure 3.12: The g®@(r) of the proposed structure in Chapter 2 with an output
polarization of (a) 0°, (b) 90, (c) 45, and (d) -45° using Section (3.3)’s methodology ..87
Figure 3.13: The emission dynamics of a two-level QE [114] .....cccccevvviviiveveiieiiene 88
Figure 3.14: The two-level emission shape for Exponential and Gaussian pulses before

and after coupling t0 @ NANOSTIUCTUIE ..........coiuiiiirieeie e 90


file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609025
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609025
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609028
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609028

Xiv

Figure 3.15: Visualization of the G®(t) for the QE’s emission under short and long

excitation pulse, (a), (b) before coupling [115], (c), and (d) after coupling ................... 91
Figure 3.16: The integrated G®®(t) before and after the coupling of the QE for short and
10NQ EXCITALION PUISES......veieeeieieie ettt sreea e naesreenee s 91
Figure 4.1: A summary of the polarization-independent GC design Steps.........c.cccoeu... 98
Figure 4.2: A general cross-section of @ 2D GC [117] ...ccooeviiiiiniiiiciese e 99

Figure 4.3: The GC’s principle with (a) GC’s period equals optical wavelength (A =
Ao/Neff), and two diffraction modes, (b) GC’s period is larger than the optical wavelength
(A>ho/nerf), and only a single diffraction mode [117].....ccccovvvirininininieie e 100
Figure 4.4: An illustration of Bragg’s condition [117], (a) without considering the
diffracted wave and for m grating periods, (b) without considering the diffracted wave
into space (air region) and considering the 1%-order diffraction grating, (c) considering
the diffracted wave into space, (d) considering the diffracted wave into both space and
(210 ) (=0 o] USSR SR 101
Figure 4.5: The 3D TE GC proposed in [118]. The blue area represents the waveguide’s
material while the green area represents the substrate material and the red arrows are the

light’s propagation dir€Ction ...........cceciiiiiiiiiiiiiie e 104
Figure 4.6: The 2D simulation framework proposed by [118] .......cccccovveviiiiiiievieennnne, 105
Figure 4.7: The PML layer used in [118] is highlighted in violet .............ccccociininne 107

Figure 4.8: (a) The three ports used in [118] highlighted with red and the scattering
boundary conditions highlighted with blue, (b) The ports settings in COMSOL......... 107

Figure 4.9: A boundary mode analysis at each port [118]........cccccceevvevieiiiiieiieiecn, 108
Figure 4.10: The mesh structure for (a) the entire simulation domain and (b) a zoomed

area near the optical fiber SOUrce [118]........ccoiiiiiiiiiiie s 109
Figure 4.11: The reproduced CE following the modeling steps of [118] ............c........ 110

Figure 4.12: The z-component of the electric and magnetic field for (a) and (b) unetched

GaP waveguide, (c) and (d) etched GaP waveguide, respectively, and their

corresponding effeCtiVe INTEX ..o s 111
Figure 4.13: The CE against the x-shift in the GC position..............cccceeeivvevieciieenen. 113
Figure 4.14: The CE against the etching depth...........cccoooiiiiii e, 114
Figure 4.15: The CE @QAINST A ....eoiiieieiiiie ittt 114
Figure 4.16: The CE against the operation wavelength for a TE polarization incidence

....................................................................................................................................... 115

Figure 4.17: The scattering of |Enorm| at 700 nm TE-polarized light from the optical

fiber source to the output of port 2. The GC is composed of a 150 nm GaP waveguide


file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609039
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609039
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609039
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609039
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609039
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609043
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609043

XV
and 20 nm HSQ layer. (a) The entire 2D simulation framework, (b) Zoomed 2D
simulation framework to show the propagation in the GaP waveguide ....................... 115
Figure 4.18: The CE against the PML thickness for (a) the Si waveguide in Section
(4.3.1) and (b) the GaP WaVEGUITE .........ccceeieiieiieie e 116
Figure 4.19: The z-component of the electric and magnetic field for (a) and (b) unetched
GaP waveguide, (c) and (d) etched (80 nm) GaP waveguide, respectively, and their
corresponding effECtiVe INTEX ........cooiiiiiiiiie s 116
Figure 4.20: The (a) electric field and (b) magnetic field components in the propagation

direction (x-axis) in the GaP waveguide when a TE polarized light is applied on the GC

Figure 4.21: The CE against the A for a TM polarized light...........cccoooiiniiiiiiininns 119
Figure 4.22: The (a) electric field and (b) magnetic field components in the propagation

direction (x-axis) in the GaP waveguide when a TM polarized light is applied on the GC

....................................................................................................................................... 119
Figure 4.23: The CE against the operation wavelength for a TM polarization incidence
....................................................................................................................................... 120
Figure 4.24: The |Binc| against the A for the GC in (a) [99], (b) Section (4.3.2) ........... 122
Figure 4.25: The 3D GC proposed in [99], (a) The schematic, (b) The Bragg’s

(070 1o 11 0] PSSR 122
Figure 4.26: (a) The Binc against A, (b) The CE against the A for a Bair of 17.75 on the
150 nm GC described in SECTION (4.3.2) ...ooviiiiiieeie e 123

Figure 4.27: Contour plots showing the CE for (a) Intersection, and (b) Union methods
based on a 220 nm Si waveguide performed by [95], (c) Intersection, and (d) Union
methods based on a 150 nm GaP waveguide, where the solid line is the TE’s CE and the
dashed 1ine 1S the TM S CE .......ooiiiiiiiiiiiic e 124
Figure 4.28: The scattering of the normal electric field in Section (4.3.1)’s simulation
framework with a 2nd-order scattering boundary condition instead of the PML layer 127
Figure 4.29: The proposed double-layer GC ... 128
Figure 4.30: The separation of the GC into two slab waveguides to estimate the

effective index for the full channel and etched channel waveguides............c...c........... 129
Figure 4.31: The new separation of the GC into four slab waveguides........................ 130
Figure 4.32: The proposed double-layer GC’s design Strategy ........ccccovevvvrreervervenrnenns 131
Figure 4.33: The CE against the x-shift in the GC position (1% layer only).................. 132
Figure 4.34: The CE against the etch depth of the 1% layer only.............cccccveveneneeee.. 133

Figure 4.35: The CE QQAINST AL ..eoiuiiiiiieieiie et 133


file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609057
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609057
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609057
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609062
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609062
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609062
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609062
file:///D:/Dissertation%20Draft/Postdefence%20draft/Farooq-Complete%20thesis-16-05-2022.docx%23_Toc103609067

XVi
Figure 4.36: The CE against the operation wavelength for a TE polarization excitation
From the FIGNT PO ... 134
Figure 4.37: The CE of a GC against the x-coordinate to a fixed position of a PMF in
the SIMUIATION AOMAIN ..ot bbb 134
Figure 4.38: The CE spectra of the proposed GC with (a) a single-layer approach, (b) a
double-1ayer @PProaCh.........ccoiiiiiee s 135
Figure 4.39: The CE spectra of the four polarization cases for the optimum double-layer

Figure 4.40: The PDL performance of the optimum double-layer GC for different
POIAITZALION CASES ......viviieeiieiie ettt bbbttt b bbb ene s 137
Figure 4.41: The intensity distribution in the simulation domain for (a) a TE excitation,
(b) a TM excitation, (c), and (d) a 45’ linear eXCitation. ............c.cccoveveeevreereeessnenns 137
Figure 4.42: The intensity distribution of the excitation light source in the simulation

domain for (a) a TE excitation, (b) a TM excitation, (c), and (d) a 45 linear excitation.



XVii

List of Tables
Table 2.1: The refractive indices information for different materials [104]................... 46
Table 2.2: Al dimensions for output polarization of 0°, 45°/-45°, and 90’ ....................... 54

Table 2.3: The B-factor calculation for 0°, 90°, 45", and -45" output polarization when the
QE has varied along the y-axiS and X-aXIS.........cceiueierererinesisisiseeee e 62
Table 2.4: The optimum position of the QE for each output polarization and the
corresponding Purcell enhancement factor and B-factor ............cccccovvevvivciiciiccc s, 69
Table 3.1: The experimental pf values for different excitation power [112].................. 85
Table 4.1: A summary of the simulation performance of the polarization-independent
GCS APPIOACINES ...ttt bbbttt bt 140
Table 4.2: The two orthogonal modes effective indices for the four HPWs designed at
Chapter 2 @t 532 NIM ...t te e e sre e steeeesreeareeee s 141
Table 4.3: The CE of the GC after being excited by a 532 nm laser light having 0°, 90°,
and 45°/-45° (Green) and the output power at the end of HPWs mentioned in Table
(4.2) (OFBINGE) ..ttt bbbkttt et b bbbt ene s 141



Chapter One

Introduction



Chapter 1
Introduction

1.1. General Introduction and Motivation

In 1900, Max Planck proposed that light is composed of a stream of discrete
energies. This proposal developed the quantum mechanics context and led
to the first quantum rising that developed the laser, the atomic clock, and the
transistor. Nowadays, a second quantum rising is seen by the development
of quantum sensors, quantum computing, and quantum simulators. The
physics laws at the quantum scale including—entanglement, no-cloning
theorem, the principle of superposition, and non-commuting operators,
formed the basis of quantum computing and quantum communications. The

broad commercialization of the latter led to the development of quantum
cryptography [1].

The light-matter interaction is a substantial phenomenon in nature
and, therefore, it has been under study for decades. In 1946, Edward M.
Purcell found out that the rate of emission from an atom is partially extrinsic
and could be affected by the atom’s environment considerably [2]. Purcell
discovered that when an atom is coupled to a resonator, the probability of
photon emission is improved in comparison to the uncoupled atom.
Consequently, Purcell found a major field of study that investigates the
interaction of light with matter under quantum electrodynamics and quantum

mechanics contexts [3].

The process of stimulated emission defines the quantum emitter’s
(QE) spontaneous emission. The stimulation resulted from a pool of
photonic quantum fluctuations, which are temporarily generated and
annihilated photons, in the local energy as defined by the uncertainty
principle proposed by Werner Heisenberg. Maxwell’s equations determined

specific possible optical modes in an environment, such as a dielectric
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waveguide, where the photonic quantum fluctuations and, hence, the
generated photons are propagating. The QE’s environment engineering

Improves the emission into a specific optical mode.

For example, an optical resonator or waveguide is an example of the
QE’s environment engineering that is used to control and improve the
vacuum quantum fluctuations. Furthermore, a confined optical mode to
small dimensions can considerably increase the photonic quantum
fluctuations such that the emitter could emit a considerable number of
photons into the confined mode, directly. A proper design of the dielectric
waveguide achieves a strongly confined optical mode and, consequently, a
considerable amount of the spontaneously emitted photons are directly

coupled to the waveguide mode [3].

Several quantum information processing protocols depend on the
intensive photon flux and the emission of spontaneously emitted photons
into a single optical waveguide mode [4,5]. Efficient coupling of the QE to
a single optical waveguide mode realized on-demand single photons [6],
nonlinear gate operations based on few photons [4], and linear optical

guantum computers (LOQCs) [7].

The single-photon source is an essential building block to realize
several quantum cryptography protocols. A brighter single-photon source
increases the data rate and, consequently, improves the performance of
guantum cryptography systems [8]. Single-photon emitters (SPEs) could be
coupled to several types of plasmonic or dielectric nanostructures to enhance
their decay rate and, consequently, achieve a high rate of single-photon
emission. For example, the photonic crystal waveguide [9], photonic crystal
cavity [10], and high refractive index dielectric waveguide [11] had been
used to enhance the decay rate and channel the QE’s emission. In dielectric-
based nanostructures, the light confinement is restricted to the diffraction

limit. However, the plasmonic nanostructures permit the confinement of the
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light much beyond the diffraction limit [12]. Plasmonic waveguides (PWS5s)
improve the decay rate of the QE besides the channeling and routing of the

propagated PW’s modes [13].

1.2. Integrated optical circuits

The scaling-down of semiconductor electronic devices has been a
trend in the last 60 years. This doubled the number of electronic components
onto a single chip every two years as stated by Moore’s law [14].
Consequently, both speed and memory are nearly 2° times as much as in
1965. The miniaturization of the electronic components, i.e., transistors,
resulted in a shorter gate delay, which is the required time to switch the
transistor off or on. As a result, the transistor’s speed improves. Nonetheless,
this increases the interconnect delay, which is the on-chip time required for
a signal to transfer from the source to the destination. This is because of the
metallic interconnects’ inherent resistances and the dielectrics’ capacitances
[15]. As the interconnect size decreases below 0.5 pum, the interconnect delay

surpasses the gate delay as shown in Figure (1.1).

Consequently, the speed is restrained by the metal interconnects. One
of the encouraging solutions is the exchange of the metal interconnect by on-
chip optical waveguides. This results in a mixed electronic-photonic system
[16]. Photonic interconnects support a wide bandwidth compared to metallic
interconnects. Nonetheless, the metallic interconnects scale is smaller than
photonic interconnects because of the diffraction limit. However, the
utilization of plasmonic-based nanophotonic components solved the size
mismatching issues between the electronic and photonic circuits as shown in
Figure (1.2) [17].
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1.3.  Computational nanophotonics

Most of the practical nanophotonic structures have sophisticated geometries
such that Maxwell’s equations are difficult to be solved mathematically.
Consequently, the design and analysis of such complex nanostructures rely
on numerical solutions [18]. The finite-difference time-domain (FDTD)
method is the major standard for numerical computation of nanophotonic
structures and has been considered a reference for other methods and
approaches [19]. The FDTD method utilizes the point form of Maxwell’s
equations with a discrete grid of time and spatial geometry to numerically
compute the electromagnetic fields [20]. The algorithms and formulations of

the FDTD are simple and robust to complicated deformations and shapes of
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the structures. However, it consumes a huge amount of memory and space
when analyzing 3D structures. The most popular commercial FDTD

software is Lumerical solutions.

Another numerical solution that is based on the frequency domain to
solve the point form of Maxwell’s equations is the modal technique [21]. It
Is based on dividing the nanostructure into uniform multilayers along a
specific propagation direction. Using a scattering matrix algorithm, the
electromagnetic fields are computed locally within each layer and then
merged. The computational complexity relies on the transverse layers along
the propagation direction. This method is efficient in analyzing long
waveguide structures. Moreover, it is efficient and widely used in computing
the Bloch modes in periodic systems such as photonic crystals. However,
this method loses its performance when different propagation directions
exist within the nanostructure [22]. One of the commercial software that

implements the modal analysis is Harminv.

A widely used numerical technique that is used in several scientific
branches to solve partial differential equations is the finite element method
(FEM) [23]. It solves Maxwell’s equations in both frequency and time
domains. The structure is discretized into several mesh elements and
Maxwell’s equations are solved on each element of the mesh grid. FEM can
apply a non-homogeneous grid of mesh with the finest resolution and it
supports the solution of multiphysics problems, for example, optical,
thermal, and electrical physics. The most powerful tool that relies on FEM
to solve Maxwell’s equations is COMSOL Multiphysics, which is used
throughout this thesis due to its simplicity, accuracy, friendly graphical user

interface (GUI), and powerful probes.

1.4. Electrodynamics
This thesis is related to the solution of Maxwell’s equations in

different geometries and with several kinds of electromagnetic sources. In
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the following subsections, a brief introduction to Maxwell’s equations and
their resultant Poynting’s and Lorentz reciprocity theorems are introduced.
Furthermore, the dyadic Green’s function, which is important in describing
the light-matter interactions, is briefly presented. The following subsections
describe the electrodynamics of the light-matter interaction in

nanowaveguides [24].

1.4.1. Maxwell’s equations
The point form of Maxwell’s equations for time-varying fields for a

homogeneous and non-magnetic medium (u,. = 1) are

VxE=—a—B, (1.1.2)
ot
Vxﬁ=a—D+T, (1.1.b)
ot
V.D = p,, (1.1.¢)
V.E =0, (1.1.d)

where E, B, H, D, ], and p, are the electric field intensity (\/m),
magnetic flux density (Tesla), magnetic field intensity (A/m), electric flux

density (C/m?), current density (A/m?), and volume charge density (C/m3),
respectively. The general expression for any time-varying field (ﬁ) in space
(¥) is
N(T,t) = N(&, w)e @t (1.2)
Where o is the angular frequency (rad/s). Consequently, Maxwell’s
equations in the frequency domain could be written as

VXE = iwB, (1.3.a)
VxH=]—inD, (1.3.b)

For linear, isotropic, and non-magnetic materials, the D and B could

be written as



.
D = €,€,E, (1.4.a)
B = poH, (1.4.b)

where €, is the free-space permittivity (F/m), €, is the relative permittivity
of the medium, and ,, is the free-space permeability (H/m). By substituting

Equation (1.4) into Equation (1.3), Maxwell’s equations could be written as

VXE= iwuoﬁ, (1.5.a)
VxH=]- iw(—:o(—:rﬁ, (1.5.b)
€,V. (erﬁ) = Dy, (1.5.¢)
V.H=0, (1.5.d)

which shall be solved by COMSOL Multiphysics to calculate the field

components in the proposed structures.

1.4.2. Poynting’s theorem
A direct result of frequency-domain Maxwell’s equations is

Poynting’s theory,

j§.ﬁ dA = —o.sze(]_*’.E)dv, (1.6.2)
S \%
S = 0.5Re(E x H¥), (1.6.b)

where S is the time average of the Poynting vector, and 1 is a unit
vector directed perpendicularly outside the closed boundary of a surface (S)
or a volume (V). Equation (1.6.a) states that the perpendicularly radiated
power through a closed surface equals the current density inside a closed
volume. Moreover, Equation (1.6.a) and Equation (1.6.b) define the radiated

power from a dipole in an environment, which will be used to model the QE.



1.4.3. Dyadic Green’s function
By applying the curl operator to both sides of Equation (1.5.a) and using
Equation (1.5.b) to eliminate VxH from the resultant expression, the

resultant wave equation could be written as

VX VXE —kZ2eE = iop,), (1.7)

where K, (=27/A) is the free-space wavenumber (rad/m). The QE in
the proposed structures is modeled as a point source (dipole) located at a

position rp with a current density equals
J® = Jpd(F —Tp), (1.8)

For a Dyadic Green’s function that satisfies radiation condition, the

Dyadic Green’s function is defined as

VXV xG(ETy) — k2eG(E 1) = [6(F — ), (1.9)

where T is a unit dyad. Hence, the E at any position ¥ due to a dipole
in Ty is given by

E(?) = iop,G(E Tp)]p (1.10)

1.5. Coupling theory

If a QE is placed nearby a PW, three decay channels are available,
which are the radiative emission (I'y,q), emission into the PW (T'y,;), and the
nonradiative emission ([yon—raq) that is converted to heat. The

aforementioned decay channels are shown in Figure (1.3) [25].

S _ s

-~ O )

JJ LL

Figure 1.3: the three decay channels for a QE near a PW [25]
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The most useful decay channel is T',;. The B-factor is determined by dividing
the I',; by the QE’s total decay rate (I'y,¢), Which is the summation of the

aforementioned decay channels. In this section, the numerical calculation of

the I, is presented. Then, the corresponding equations of the Iy, are

explained. Finally, the calculation of the B-factor completes this section.

1.5.1. PW’s decay rate
The local density of states (LDOS) of the system defines the possible
states that the system occupies at a certain energy. The LDOS projected to

the PW’s mode py, (¥, w) are derived from the Green’s function as [26]

N - L — - NV
0/ (Fw) = 6(o|nD.Im(G(r, rD).nD| _ 6|E(X,y).nD| (1.11)
pIL> Tc? 2nRe{[,(E x H?).3,dA}"

where c is the speed of light in a vacuum (m/s), np is the unit vector

of the dipole moment, E(x, y) is the distributions of the electric field in the
transversal plane, A is the area of the transversal plane, and a,, is a unit vector

perpendicular to the transversal plane.

The QE’s decay rate, when embedded in a medium, could be

expressed as a function of the LDOS as [26]

1T000|HD|ZPp1 (F, w)
3he ’

(o]

M) = (1.12)

where h is the reduced Planck's constant (J.s), and pp is the QE’s (dipole)
moment (A.s.m). However, the QE’s decay rate in a vacuum (I',) could be
expressed as [26]

_ w*[pp|?
°  3mhe,c3’

(1.13)

Consequently, the ratio of the I'y, to the T, (i.e. the Purcell factor)

could be expressed as [26]
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T 3mce, [E(x, y).ﬁﬂz

= —— : 1.14
Lo Ref{kZ [,(E x H*).a,dA} (114

Figure (1.4) shows several examples that utilize Equation (1.14) to calculate
',/ T, utilizing different waveguide topologies [25]. Figure (1.4) indicates
that more confinement of the PW’s mode results in a higher I'p;, which is the
most useful channel as mentioned in the introduction of Section (1.5).
Moreover, the QE’s orientation should follow the more intense (brighter)
point in the transverse plane shown in Figure (1.4) for each PW.
(a) (b)
| \Y LY DN Tp1/r

3
100nm

ol

=

o

o

0

Figure 1.4: The implementation of Equation (1.14) to calculate I',/T, in a a)
Wire made of silver, b) Two nearby silver wires, c) V-groove waveguide, and d)
Wedge waveguide [25]
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1.5.2. The QE’s total decay rate

The calculation of T, requires a 3D model for the nanostructure to consider
all the quantities of plasmonic, radiative, and nonradiative decay channels.
Equation (1.7) is numerically evaluated by COMSOL with a proper
truncation for the computational domain. The I'y,. /T, could be obtained by
calculating the total power radiated by the QE in a medium divided by the

QE’s radiated power in a vacuum as [25]

Itot _ Prot
= (1.15)
where
Pt = 0.5 M Re(J*.E)dv, (1.16)

P, =0.5 ﬂj Re(J*.E,)dV, (1.17)

and E and E_(; are the radiated electric field by the QE in a medium and
a vacuum, respectively. Since the QE has the same geometry in every
medium, the J* could be omitted in Equation (1.15). The power probes in
COMSOL Multiphysics can be used to calculate Equation (1.15).

1.5.3. The p-factor

Figure (1.5) shows the B-factor distribution for the waveguide
presented in Figure (1.4.b) with a maximum value of 90% [25]. It is clear
that the spatial position of the maximum B-factor in Figure (1.5) does not
coincide with the spatial position of maximum I';; shown in Figure (1.4.b).

Therefore, the trade-off between the B-factor and the I'y,; depends on the QE

position in the waveguide’s geometry.
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Figure 1.5: p-factor for the waveguide structure presented in Figure (1.4.b) [25]

1.6. Photon statistics

The coherent (Glauber) states were discovered by Roy Glauber. That is, the
coherent state of a classical light source was generated by a classical
harmonic oscillator. Afterward, a quantum harmonic oscillator was proposed
as a single-mode resonator with a specified phase and amplitude relevance,
I.e, a laser resonator that emits (generates) coherent states of light [27]. In a
coherent state of light, the photon distribution follows Poisson's statistics,
which is defined by [28]

e—(m)(m)m

—— (1.18)

p(m) =

where m is the number of photons in a fixed intensity coherent light,
(m) is the average of photon numbers and p(m) is the probability of finding
m photons. The chaotic (thermal) sources of light show a wider distribution
of the photons number that corresponds to a super-Poissonian distribution
while quantum sources of light have a narrower distribution of photons
number that corresponds to a sub-Poissonian distribution. The difference in
the light’s statistical distribution enabled the light’s classification into three
types (thermal, coherent, and single-photon sources) as shown in Figure
(1.6) [28].
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Figure 1.6: p(m) distribution for (a) a thermal light source (lamp), (b) a coherent
light source (laser light), and (c) an ideal single-photon source [28]

Therefore, the light could be classified according to the intensity or m
fluctuations (i.e., time-dependent separation) and a specific coherence time
(tc), which defines the period by which the phase of the wave train remains
stable. Photon bunching refers to a high probability of detecting closely time-
spaced photons. Thermal light, blackbody radiation, or incandescence
radiation (incoherent sources) are all examples of bunched light sources. The
bunched light sources follow the Bose-Einstein (Super-Poissonian)

distribution of their photons.

Hanbury Brown and Twiss (HBT) performed an experiment using a
mercury lamp projected to a 50:50 beam splitter as shown in Figure (1.7).
They aimed to study the relationship of the classical light’s intensity
fluctuations to its 1. The split lights were applied to separate photomultiplier
tubes (PMT1 and PMT2) that generate photocurrents (i; and i,). The
photocurrents (i; and i,) are applied to AC-coupled amplifiers that generate
an output proportional to the photocurrent fluctuations (Ai; and Aiz). The Ai,
was connected to a time delay generator of a time (t). A multiplier-integrator
device multiplies Ai; and Ai, and averages them over a long time. The
multiplier-integrator device’s output is proportional to (Ai;(t)Ai,(t + 1))
because I;(t) and I,(t) generated Aii(t) and Ai(t) [29], where (...) is the

average operation.
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Figure 1.7: A schematic of the HBT experiment using a classical light source [29]
Several different atoms in the mercury lamp generate a fluctuated intensity
light on a time-scale near t.. The random fluctuation of the emitting atoms
results in discontinuities in the emitted phase by each atom. The random
emission events from millions of atoms at a microscopic scale refer to the
chaotic behavior of the emitted light. The chaotic behavior results in
intensity fluctuations of the emitted light below and above the average
intensity ((I)) on a time-scale near t. because of the random collisions of the

atoms as shown in Figure (1.8) [29].

Figure 1.8: A time-dependent simulation shows the intensity fluctuation to z. of a
chaotic light source [29]

The light’s coherence properties are concluded from the measurement
of the intensity’s fluctuations correlation as shown in Figure (1.8). If d is at
the initial position (d = 0), the applied time-varying intensity on the detectors

could be written as [29]

1,(0) = L(6) = I(t) = (I) + AI(®), (1.19)

where AI(t) is the light’s fluctuation around (I), and I(t) is the output

intensity from the beam splitter at each branch. The HBT experiment’s
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output is proportional to (AI(t)AI(t + 1)) if the applied intensities on the

detectors are identical. If t is zero, then
(ALI(DAI(t + T))r=o = (AI(t)?), (1.20)

Hence, the output is not zero at T = 0. If T is larger than ., the
AI(t)AI(t + t) randomly fluctuates with time and the average approaches

zero because these intensities will not be correlated. Hence,
(AI(H)AI(t + r))T>>TC =0, (1.21)

The 1 could be determined directly by observing the output with t
variation. A similar approach to studying the spatial coherence of light was

performed by varying d [29].

The light’s second-order correlation function g®®(t) is defined as [29]
(E"ME"(t+DECt+DEQ®)  (I(t+DID)
(E*MEMONXE*(t+DEC+1) (IOXI(t+ 1)’

Where E(t) is the light’s electric field (V/m).

g@ (1) = (1.22)

Since the fluctuations in the intensity at times t and t + T are completely
uncorrelated for T >> 1, the numerator of Equation (1.22) could be obtained
as [29]

(IOt + D)rsr, = (D) + AIO) (1) + Alt + D)) =

()2 + (I(AI(Y)) + (IMAI(t + 1)) + (AI(D)AI(t + T))
= (I)?, (1.23)

Therefore, the value of g®@(t) is [29]
(IOIt+1) (1)

(2) — = =
gt > Te) 102 10)2 1, (1.24)
For 1 = 0, the value of g?(0) is [29]
2
g?(0) = ORI (1.25)

a2 ="
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The plot of g (1) for a chaotic light source is shown in Figure (1.9.a).
(a) (b) (©)

2.0 3 2.0 20
1.5 - 1.5 1 1.5
c c
g 1.0 - o0 1.0 1 ~gp 1.0 1
0s- Y
0 Y

0 0
0 0 0
T(s) 7(5) T(s)
Figure 1.9: g@®(7) for (a) bunched (chaotic), (b) coherent, and (c) antibunched light

sources [30]

g(®)

For a perfectly coherent light source with a constant and time-

independent intensity of I,,, the value of g® (t) equals unity at all T because
[29],

(IOIt+D) 13
Iy 12

g@ (D) = 1, (1.26)

as shown in Figure (1.9.b). The coherent light source shows random
arrival times of its photons and, consequently, they are not correlated. They

follow Poissonian’s distribution of their photons [27,29].

A quantum light source, such as the emitted light from quantum dots
or defect centers, suppresses the number of photons (intensity) variations.
The emitted photons have a fixed time separation between them (anti
bunched light). They follow Sub-Poissonian statistics and this is a pure
quantum phenomenon. The intensity of the light is linearly proportional to
the number of photons in the light beam. Hence, the g® (t)’s equation could
be modified as [29]

(ny (On,(t+ 1))
(n; (NN, (t+ 1))’

g (1) = (1.27)

where n;j(t) is the photons number counted by detector i (1 and 2). The
setup of the HBT experiment, where a stream of photons is applied to the
beam splitter, is modified as shown in Figure (1.10) [29].
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Figure 1.10: A HBT experiment with a stream of photons input [29]

The g® (1) becomes proportional to the conditional probability that D2
detects a second photon at t if D1 detected a photon at t = 0. The timer in
Figure (1.10) does not record events at T = 0 since there is no probability that
two photons are detected at the same time for a quantum light source. The
timer records events only when one of the output branches of the beam
splitter is delayed by . Consequently, the g® (t) could be plotted as shown

in Figure (1.9.c) for a quantum light source.

Figure (1.11) shows the distribution of the photons for various light

sources [29].

Bunched

. [ I ] . a8 @ " e o L]
Coherent (random)

* @ * L ] L ] L] * * 0 L ] L]

Antibunched

Figure 1.11: The photon stream for a (a) thermal light, (b) laser light, and (c) quantum
light [29]

The photon antibunching results from the fact the QE emits a single
photon when the energy is relaxed from the upper state |e) to the lower state

|g) in a two-level quantum system as shown in Figure (1.12) [27,29].
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Figure 1.12: (a) Fock state with unity mean photon number, (b) A two-level QE emits
a single photon [27]

Accordingly, the incoherent light sources exhibit a g2(0) greater than one,
the coherent light sources exhibit a unity g2(0), and the quantum light

sources exhibit a zero value for the g2(0) as shown in Figure (1.9) [30].

The QE requires a finite time (radiative lifetime (tg )) to be elapsed
before the re-excitation of the QE. As a result, a finite time between the

consecutive emission events occurs as shown in Figure (1.13) [29].

Excitation time Emission time ~ 7,

NS

Time
Figure 1.13: The photon emission sequence from a QE [29]

The control of the single-photon generation (on-demand) by an
external trigger (optical or electrical) plays an important role in quantum
communication technologies [28,31].

Figure (1.14) shows a typical experimental setup that is widely used
by many researchers to characterize the emission of QEs either alone or
coupled to different nanostructures [30]. The applied excitation light on the
objective could be pulsed or continuous depending on the QE properties. The

emission is collected by the same objective and applied to an HBT setup.
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One SPAD triggers the start button of the correlator’s counter and the other

SPAD stops the correlator’s counter and registers an event [25,29].

Pulsed or CW- Excitation
i Beam Splitter SPAD 0

Filter
Emission b

Dichroic

Objective I=

Pulse Counter
SPAD 1

Piezo-scanning Stage

st.art s‘op

Time Correlator

Figure 1.14: The schematic of a general set-up used to characterize the emission from
systems with QEs [30]

Consequently, the time correlator draws a histogram of the arrival
periods of photon pairs which are proportional to the g?(t). Only a zero
photons coincidence at t equals zero proves that the QE acts as a single-
photon source for both continuous and pulsed excitation as shown in Figure
(1.15). This is true for different experimental environments i.e. temperature,
coupling, etc. For every single excitation pulse, a single photon is emitted
resulting in a zero value of g?(t) at t = 0. The pulse excitation rate should
be longer than Ty to prevent the overlapping of the generated photons by two
consecutive pulses [25,29].

(a) (b)

gA(n)

1 N 1 " 1 " 1 " 1 >~
-~
-40 -20 0 20 40
7 (ns)

Figure 1.15: The time correlator’s graph under (a) continuous, (b) pulsed excitation
[29]
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1.7. Types of Quantum Emitters

The most important types of single-photon emitters are a single atom, an ion,
a single molecule, a quantum dot (QD), and a defect center in a diamond. A
single atom or an ion demands a complicated experimental setup to produce
them. On the other hand, the molecules suffer from fast bleaching. Moreover,
QD or defect center in a diamond has a long lifetime. In this section, a brief
introduction about QEs (QD and Defect center in diamond, specifically
nitrogen-vacancy (NV) center, and silicon-vacancy (SiV) center) that are

usually coupled to a PW is presented.

1.7.1. Quantum Dots

A 3D confinement of semiconductor structures by higher bandgap
materials results in artificial atoms known as QDs, which radiate single
photons [32-34]. The QD’s size and structure specify the emission
wavelength. The synthesis of the QDs could be achieved using several
techniques, for example, chemical synthesis in a solution yields colloidal
QDs [32]. The CdSe QD exhibited a blinking behavior, i.e. random
switching between ON and OFF states under continuous excitation as shown
in Figure (1.16.a). Moreover, the CdSe/CdS QDs measurements are shown
in Figure (1.16. (b-e)) indicating that as the QD’s size increases, the emission

wavelength increases, too [32]. Other QDs suffer from bleaching, i.e.

suppress their emission after a relatively long time of excitation.
6 50 100 150 200 250 300 0 a i,OOC

(@)
“dse
Cds
Time (s) Occurence

Figure 1.16: (a) A QD composed of a CdSe core with a CdS shell exhibited a
blinking behavior of its emission at a core radius of 1.1 nm and 2.4 nm shell
thickness. (b-e) The photoluminescence (red) and absorption (blue) curves for four
different core radii of 1.35 nm, 1.7 nm, 2.2 nm, and 2.7 nm, respectively [32]

Intensity (x 104 cps)
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Figure 1.16: Continued.

Another QDs synthesis approach is by utilizing the lattice difference
between the QD material and the substrate to form QDs islands. This
synthesis approach is known as the Stranski-Krastanov approach [33]. The
advantage of using colloidal QDs is that they can be positioned more easily
within the PW than other types of semiconductor QDs [34,35]. Molecular
beam epitaxy and lithography techniques could also be used to fabricate
QDs.

1.7.2. Defect centers in diamonds
Among many types of defect centers in diamonds that act as perfect
single-photon sources, the most popular two types are discussed briefly in

the following subsections.

1.7.2.1. NV center

It is composed of an alternative nitrogen atom close to a vacancy as
shown in the atomic structure presented in Figure (1.17.a). If the vacancy
has a neutral charge, then it is named an NV° center, while if the vacancy is
negatively charged then it is called an NV~ center. Both types are stable
single-photon emitters at room temperature. The electronic structures for

both NV° and NV- centers are presented in Figure (1.17.b,c), respectively.
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Figure 1.17: (a) NV-center’s atomic structure, electronic structure for (b) NV°, and
(c) NV~ [36]

The zero phonon lines are at 575 nm and 637 nm for NV° and NV,
respectively. Several optical measurements at room temperature could be
done before the decoherence of the NV- center because of the long coherence
time of its triplet ground level [36]. NV~ had been extensively used in
guantum information, electric and magnetic field sensing, and temperature
measurement research because of its stability and electronic structure
properties [37—46]. Both NV and NV- centers have a disadvantage of a
broadband emission over 100 nm because of phonons optical transitions as
shown in their emission spectrum in Figure (1.18) [25]. The excited-state
lifetime of the NV is around 11.6 ns in a bulk diamond and it changes
considerably depending on the states’ optical densities at the QE’s site.
Moreover, the quantum efficiency of the NV center embedded in a

nanodiamond is smaller than that when embedded in a bulk diamond [47].



23

(a) (b)
2000
1500
ZPL
0 0
E 1500 c ‘
5 ZPL 5 1000 |
£ £
& 1000 &
0 2
g S 500
o 500 o
o \\ O
0 0
600 650 700 750 800 600 650 700 750 800
Wavelength (nm) Wavelength (nm)

Figure 1.18: Emission spectra of an (a) NV?, (b) NV~ excited by a 532 nm laser [25]

The most popular QE among various color centers is the NV center due to
its stability and efficient single-photon emission at room temperature [25].
The NV centers could be created by trapping a substitutional N atom and
a vacancy at adjacent positions inside the diamond’s lattice (Carbon (C)
atoms). The synthetic diamond-type Ib, as shown in Figure (1.19) [48],
was used to prepare the NV centers by homogeneously dispersing single
N impurities. The neutron or electron irradiation creates further vacancies
that could be diffused to nitrogen atoms after annealing the diamond
sample at 900 C’. Creating more vacancies allows the observation of

brighter luminescence from the diamond’s sample [49].

(a) (b)

optical microscope UV fluorescence x-ray topograph

k

2mm

Figure 1.19: (a) The synthetic type IV diamond [48], (b) The microscopic NV
center [50]

The high quantum efficiency and the short decay time of the excited
state for the NV centers make them ideal for the generation of single
photons [51]. Diamond samples were formed and pumped by a 532 nm
ND: YVO, (diode-pumped) laser as shown in Figure (1.20) [52].
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Figure 1.20: The experimental setup of pumping NV centers in a diamond performed
in [52]

The fluorescence light was focused into single-photon avalanche detectors
(SPADs) by a confocal microscope. The spectrum analysis of the

fluorescence emission of the NV center is shown in Figure (1.21) [50].
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Figure 1.21: The fluorescence spectrum of the NV center [50]

The NV center could be formed in neutrally (NV°) or negatively
(NV") charged states. Both NV° and NV- could be optically excited to emit
single photons. The NV? is composed of free triple electrons from the
relaxed bonds of the C atoms nearby the vacancy and double electrons
from the N atoms. The NV° could accept an electron from a surrounding
donor impurity to form an NV- center. The zero phonon line (ZPL), which
is the energy difference between the ground and excited states, of the NV?°
and NV~ are at 2.156 eV (575 nm) and 1.945 eV (637 nm), respectively.
The NV center switches its state (NV° or NV°) according to the excitation
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wavelength. A 75% maximum steady-state population was obtained for
the NV- under excitation wavelength between 510 to 540 nm.
Consequently, the NV- is switched to NV for 25% of the time under 532
nm excitation while red excitation converts the NV~ to an NV° state. The
simplified energy transitions and levels for both (NV° and NV-) are shown

in Figure (1.22) [50].

Conduction band

NV P NV°
Y *E
—_— 4, A g
1.945eV]|  1.19eV 548 eV
—‘ IE
2,156 eV —

Valence band

Figure 1.22: The simplified transitions and energy levels for both types of the NV
center, Red and Green represent red and green excitation, respectively [50]

The diamond material has the largest energy bandgap (5.48 eV)
compared to any other material and, hence, no free electrons occupy any
energy level in this range. However, the N impurities in the diamond’s
lattice form discrete energy states within the diamond’s bandgap. The
three-level system of the uncoupled NV center is modeled as a ground-
level, |1), an excited-level, |2), and a shelving level (because of its

relatively long lifetime of 300 ns), |3) as shown in Figure (1.23) [52].

k32
K23

3
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A VAVAVAVS
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Figure 1.23: A three-level model for the emission dynamics of the NV center [52]
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The NV~’s |1) is situated at 2.94 eV over the valence band and 2.54 eV
under the conduction band. Also, the |2) is over the |1) by 1.945 eV as

shown in Figure (1.22). After being optically excited, the NV’s |2)

radiatively coupled to the |1) with a single-photon emission as shown in

Figure (1.23). However, the NV’s |2) could be non radiatively coupled to
13). The |2) CE) and the |1) ((A,) states are split into three sub-level, i.e.

spin-triplet states. One of the sub-levels has a zero spin quantum number

(ms = 0) while the other two have almost degenerate levels with mg of +1

and -1. Without any external magnetic field (B), the 0 and %1 levels are

split by 5.9 peV and 12 peV in the |2) and |1) states, respectively. If any

external magnetic field is applied, the splitting between 0 and £1 levels

increases by a factor of 2y.B according to the Zeeman effect, where vy, is

the gyromagnetic ratio of electrons, as shown in Figure (1.24) [50].
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Figure 1.24: The detailed energy levels schematic for NV- center [50]
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The |3) has ms = 0 and it is a spin-singlet level with two sublevels E and
IA;. The green arrows represent an off-resonant excitation to vibrational
states. The red and black arrows represent spin-conserving transitions
(radiative transitions), while the dashed black arrows represent non-
conserving spin transitions (nonradiative transitions). The radiative
emission in the singlet-state could be mitigated from the radiative emission
in spin-triplet states by external optical filters[50]. A resonant excitation
occurs by absorbing energy larger than or similar to 1.945 eV (637 nm).
However, most of the excitation sources utilize a 532 nm (2.3 eV) laser
source (off-resonance excitation) as shown in Figure (1.20). The
fluorescence spectrum of the NV center under 532 nm laser excitation is
shown in Figure (1.21). The fluorescence spectrum had a ZPL at 637 nm
and a wide phonon sideband (PSB) with a peak at 700 nm and broadened
over 600 to 800 nm. Under 532 nm laser excitation, the electron is excited
to the vibrational level of |2). Then, it relaxed to the ground level of the
vibrational state |2) at a timescale of ps. The transition from the vibrational
ground state of |2) corresponds to the ZPL. The PSB occurred because the
system (lattice structure) can simultaneously absorb (gain energy) and
excite (lose energy) vibrational lattice modes known as phonons. Figure
(1.21) showed wider phonon excitation because the PSB has lower energy
than ZPL. The limitation of using the NV center as a single-photon source
is its narrow ZPL of about 3-5% of the total fluorescence spectrum.
However, the ZPL could be enhanced by coupling the NV- center to
nanophotonic structures. If |2) has ms = 0, it radiatively decays to the |1)
at ms = 0 in about 12 ns. However, if the |2) has ms = £1 then it decays to
the |1) that has ms = £1 although the decay has an increased probability to
occur through the singlet state compared to the triplet state with mg = 0.
Consequently, the fluorescence intensity is spin-state-dependent, i.e.

brighter emission for ms = 0 than that of ms = £1[50].
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Figure (1.25) shows the fluorescence counts against the excitation power
for the NV~ center. The background fluorescence (grey line) increased
linearly with excitation power while the NV- center’s intensity (dashed
line) was saturated with 3.6 E9 W/m? saturation intensity for a 1.3 mW
excitation power. The solid line represented the total fluorescence

contribution from the NV- center and the background emission [52].
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Figure 1.25: The fluorescence counts against the excitation power for the single NV
center [52]

1.7.2.2. SiV center

It is composed of a SiV center situated between two removed closely
carbon atoms as shown in Figure (1.26.a) [53]. The SiV defect could be
neutrally or negatively charged with an emission wavelength of 946 nm or
737 nm, respectively [54]. However, the SiV° did not perform as a single-
photon source, yet [25]. The electronic structure of the SiV- is presented in
Figure (1.26.b). Figure (1.27) shows the emission spectra of the SiV- at
different operating temperatures excited by a 671 nm laser. The spectra show
that as the temperature increases, the emission spectrum widened [55]. The
major advantage of SiV- is that 70% or more of its emission is at the ZPL
[55]. Moreover, the SiV- emitted indistinguishable photons that are
Important in quantum communication networks [56,57]. The major

limitation of SiV- is its low quantum efficiency [58].
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Figure 1.26: SiV’s (a) atomic structure, (b) electronic structure (negatively charged)
[53]
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Figure 1.27: SiV- emission spectra at different temperatures [55]

1.8. General relations of waveguide propagation

This section demonstrates the general field distributions for a random and
uniform (fixed along the propagation direction) cross-section waveguide
shown in Figure (1.28) [59].
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Figure 1.28: A waveguide with random and uniform cross-section along the direction of
propagation [54]

The time-harmonic propagating fields in the z-direction are independent of
the transversal coordinates x- and y- axes inside the medium that has a

certain € and [ Such fields are represented by the factor [54]
el®0te=YZ = guzgi(wt-pz) (1.28)
where vy is the propagation factor and equals [54]
y=a+iB, (1.29)

where a is the attenuation constant (Neper/meter) and 3 is the phase
constant (rad/m). For example, the electric field component, which is a part
of the total electromagnetic wave, propagating in such a waveguide could be

represented as [54]
E(x,y,z,t) = E(x y,2)el®t = E(x,y)el®t™7?, (1.30)

with E(x,y) changes with the transversal x- and y- coordinates, only.
The electromagnetic wave equation is derived by implementing the curl
operator to both sides of Equation (1.1.a) and substituting Equation (1.1.b)

in the resultant expression, assuming zero current flow in the propagation
direction (f = 0, p, = 0), to get [60]

é 9°D
VXVXE=—y, F, (131)
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By using Equation (1.1.c) and the identities shown in Equations (1.32.a) and

(1.32.b), the wave equation could be written as shown in Equation (1.33).

VxVxE =V(V.E) - V2E, (1.32.a)

V. (eﬁ) =E.Ve+eV.E, (1.32.b)
E.Ve - 02E

V|- c — V“E = —UOEW, (133)

It is assumed that the field (light) is propagating in a homogeneous
(constant refractive index (n)) medium. Hence, the term Ve = 0, since n = +/e.

Consequently, Equation (1.33) is reduced to

o L0E_ (1.34)
c2 otz '
where
1
c= , (1.35)
v €oMo
From Equation (1.30), it is clear that
o _; (1.36.a)
Fri 10, .36.a
d
— = -y, (1.36.b)
0z
Hence, Equation (1.34) is reduced to
V2E + k%E = 0, (1.37)

Equation (1.37) is known as the Helmholtz equation. Similarly, if the
propagating wave is composed of a magnetic field only, hence, the
Helmholtz equation could be written as

V2H + k?H = 0, (1.38)
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where k = (o/v) is the wavenumber (m?) and v (1//ep) is the

electromagnetic wave’s velocity (m/s).

The Laplacian operator V2 is expanded in the cartesian coordinate
system as [54]
0> 0% 0?
0x? + dy? * 0z2%’

Vi= (1.39)

By applying the Laplacian operator on Equation (1.30) and
substituting in Equation (1.37), Helmholtz’s equation for the electric field

could be written as

aﬁz+6E2+(2+k2E—0 1.40.2)
ox2 = 0Oy? ¥ JE=0, (1.40.a
V2 E + h%E = 0, (1.40.b)
where
h? = (y2 + k?), (1.41)

The electromagnetic (light) wave is composed of both electric and
magnetic fields. Hence, Equations (1.5.a) and (1.5.b) constitute a set of six
partial differential equations for the electric and magnetic fields as shown in
Equation (1.42).

0E, _
o +YE; = —iwpHy, (1.42.a)
0E, _
—YE; — i —iwuHy, (1.42.b)
9E, O0E,
y ~ Ox = —iwpH,, (1.42.¢c)
0H, _
+ YHy = iweE,, (1.42.d)

dy
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0H,
— YH, — e iweEy, (1.42.e)
oH, 0H,
E - ay = I(DEEZ, (142f)

By multiplying Equation (1.42.a) with the factor iwe and Equation (1.42.e)

by the factor y, these equations could be written as

. 0E, ,

I(DEE + I(A)EYEy =W MEHX (14—3 a)
5 oH,

—Y“H, — Yo = iweyE, (1.43.b)

By substituting Equations (1.41) and (1.43.b) into Equation (1.43.a)
and simplifying the result, the x-component of the magnetic field could be

written as

g _—1( oH, 0K, (1.40)
X_hzyax looeay, .

Furthermore, by multiplying Equation (1.42.a) by the factor y and

Equation (1.42.e) by the factor —iwy, these equations could be written as

JdH
—iwpyH, — iooua—xZ = —w?epEy, (1.45.a)
OE
Y?E, + ya—yz = —iwpyH,, (1.45.b)

By substituting Equations (1.41) and (1.45.b) into Equation (1.45.a)
and simplifying the result, the y-component of the electric field could be

written as

-1/ OE, aHZ>

- — 1.46
By =12 (y ay  “Hax (1.46)
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The x- and y- components of the electric field intensity and the magnetic
field intensity, respectively, could be determined by implementing the same
steps on Equation (1.42.b) and Equation (1.42.d) to get

E, = _1( s aHZ) (1.47)
x =1z \Yax 71N ) '
H, = _1( M aEZ) (1.48)
y T Yoy T% ) '

Consequently, all electromagnetic field components could be solved
by analyzing Helmholtz’s equations (Equation (1.40)) for the longitudinal
components and Equations ((1.44), (1.46), (1.47), and (1.48)) for the
transversal components. Accordingly, the electromagnetic wave could be

classified into three types according to its z-component as [60]

1. A transverse electric (TE) wave that has no electric field in the z-
direction.

2. A transverse magnetic (TM) wave that has no magnetic field in the z-
direction.

3. A transverse electromagnetic (TEM) wave that has no electric and

magnetic field components in the z-direction.

1.9. Surface plasmon polaritons (SPPs)

Metals have free electrons that define their interaction with EM fields
at near-infrared and optical frequencies. The free electrons exhibit a 180° out
of phase oscillation to the applied optical fields and result in a negative
dielectric constant. The free electrons are described by the Drude model as a
plasma, i.e. a gas that contains negatively charged particles that move against
the corresponding positive ion cores. The quantization of the plasma
oscillations is known as a plasmon. The corresponding dielectric constant as

a function of ® was derived as [60]

2

(w) =1 ©p (1.49)
)= w? + iyw’ '
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where wp is the plasma frequency (rad/s), and y is the damping term
(collision frequency) measured in (rad/s). Both parameters depend on the
material and were measured for many noble metals [61]. At the metal-
dielectric boundary, the coupling of the plasmons with EM fields results in
SPPs. The coupling results from the approximate matching of the
wavevectors and frequencies for both plasmons and the EM field. By
utilizing the boundary conditions at the interface, the material’s parameters
(e(w)), and Maxwell’s equations, the SPPs can be proved to exist as a
confined EM surface wave at the metal-dielectric boundary as shown in
Figure (1.29) [62].

AZ
Dielectric

+ Tt o+t -+ -+t

Metal

Figure 1.29: SPPs propagating at a metal-dielectric boundary [62]

By assuming that the propagating field in the x-direction has a

harmonic time-dependence of the following form [63]
E(t) = E[@)elxe ot (1.50)

Hence, the corresponding Helmholtz’s equation is reduced to

0%E .

az(ZZ) + (k2e — k?)E = 0, (1.51.a)
0%H _

azgz) +(KZe—KD)H =0, (1.51.b)

By substituting Equation (1.50) in Equations (1.1.a) and (1.1.b) and
considering a y-direction field invariance (aiy = (0) with % = ik and (’)it =

—iw, are valid, the corresponding TM field equations are



i om,
WELE 0Z

X

B, = —
2 we,e Y

2

H
— + (kie —k?)H, =0,

and the TE field equations could be expressed as

i OF,
Wy, 0z

X

k
H, = E
WH,

y’

2

E
?2}’ + (kcz,e - kz)Ey =0,

For the TM case, the solution of Equation (1.52) yields [60]

Hy(z) = Age™*ekaz

EX(Z) — _elkxe—kdz’
WELHEY
—Aqk .

EZ(Z) — _elkxe—kdz’
WELEY

In the dielectric region, and

Hy(z) = Apeefm?,

Ak,
EX(Z) — elkxekmz’
WEHE
—A k .
EZ(Z) — elkxekmz'
WEHE
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(1.52.a)

(1.52.b)

(1.52.¢)

(1.53.a)

(1.53.b)

(1.53.¢)

(1.54.a)

(1.54.b)

(1.54.¢)

(1.55.a)

(1.55.b)

(1.55.¢)

In the metal region. The z = (k)™ (M) and z = (kg)? (m) are the field’s

evanescent normal decay length in the metal and dielectric regions,
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respectively, which quantify the field’s confinement. The boundary
conditions at the interface require that the electric flux densities and the

magnetic field intensities should follow [62]

(D — Dg)-1 =0, (1.56.2)
(Bm —Bg)-n =0, (1.56.b)

Hence, H, and e, 4E, should be continuous at the interface implying

that A, = Aqg. Hence,
k —€
= =—1 (1.57)
Kqa €&

Consequently, the confinement of the SPPs requires opposite signs for
the dielectric constants at the boundary and this could be achieved at a metal -
dielectric boundary, only. The Hy expressions in Equations (1.54.a) and
(1.55.a) should satisfy Equation (1.51.b) in both regions. Hence,

kZ = B2 — ke, (1.58.a)
k2 = B2 — kZ2eq, (1.58.b)

By plugging Equation (1.58) into Equation (1.57), the propagating

SPPs dispersion relation at the boundary yield

_ €Em€d
B =Kk, /em et (1.59)

For a TE case, the continuity conditions of E, and H, at the boundary

results in
Ap(ky, +kg) =0 (1.60)

Since both ky, and kg are positive at the interface, this implies that An
= Aq = 0. Hence, the SPPs could exist only with TM polarization. Figure
(1.30) shows the dispersion curves plotted by Equation (1.51) for an ideal
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metal (i.e, y = 0) bounded by air (e = 1) or silica (eq = 2.25) dielectrics
[60].
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Figure 1.30: SPPs dispersion relation at the ideal metal-air and metal-silica interfaces
[60]

The dispersion’s curve section with high values of the wave vector (at
the right side of the light’s line) corresponds to the SPPs excitations because
of their bound behavior. By substituting Equation (1.41) into Equation
(1.51), the SPP frequency could be derived as [60]

Dp (1.61)

1/1+('0d

At the SPPs’s frequency, the 3 is co and, hence, the group velocity (vq

Wsp =

= dw/dp) is zero, and the mode shows a static behavior known as surface
plasmons. Furthermore, the phase-matching techniques, such as prisms and
grating couplers, should be utilized to excite SPPs by 3D waves. When the
frequency is higher than the plasma frequency, then transparency is achieved
and radiation into metal occurs. Between the radiative and bound modes, a
pure imaginary [ region exists that suppresses the propagation of the mode.
Moreover, the Sommerfeld-Zenneck SPP modes are defined in the range of
lower than mid-infrared frequency range. It is worth mentioning that y # 0
for real metal. Hence, the €,, and B are complex and the propagating SPPs

exhibit an attenuation (propagation) length calculated as Let = 1/(2Im(p)).
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1.10. Literature survey

This section summarizes the related work in the literature on the single-
photon sources based on weak coherent pulses (WCP) and HPWSs, and the
grating couplers (GCs). In addition, Appendix (A) graphically summarizes

each presented structure.

The single-photon source is one of the main building blocks in any
guantum cryptography system performing a certain encryption protocol such
as the BB84 protocol [64,65]. Experimentally, the generation of weak
coherent pulses (WCP) mimics the behavior of single-photon pulses [66,67].
However, the probability of generating multi-photon in WCP results in
leakage of information, decrement in the transmission rate, and reduction in
the security of the system [68]. Therefore, highly efficient quantum key
distribution (QKD) systems prefer the utilization of a truly efficient single-
photon source instead of WCP [8]. Nowadays, the use of guantum photonic
circuits enables the implementation of complex quantum algorithms,
miniaturizing of the transmitter circuits, and routing and processing of the

transmitted photons [69].

Recently, the most efficient single-photon sources with pure single-
photon emission used different types of QEs including quantum dots [70,71],
defect centers in diamonds [72,73], and molecules [74,75]. The integration
possibility of the single-photon sources on silicon chips urged the use of
“plug and play” single-photon sources in QKD transmitters. In the QKD
transmitter, the coupling techniques between the waveguide mode and the
optical fiber are used to simplify the alignment and extract the single-photon

efficiently for free-space transmission [76].

The spontaneous emission rate of on-chip QEs can be changed by
varying the QE environment via the Purcell effect [77]. Many recent

published works simulated the enhancement of the Purcell factor as well as
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the enhancement of the radiative emission coupling efficiency (B-factor) by
coupling the QE emission to a PW due to the high confinement of its

fundamental propagation mode.

For example, Siampour et al. (2017) proposed an on-chip single-

photon source and achieved a 42-fold enhancement of the spontaneous
emission for a nitrogen-vacancy (NV) coupled to a dielectric-loaded surface

plasmon polariton (DLSPP) waveguide with B equals 63% [78].

Furthermore, Kumar et al. (2019) obtained a 37 total decay rate

enhancement and B-factor of 87% when they coupled quantum dots emission

to the proposed HPW for on-chip single-photon applications [79].

A recent work by Siampour et al. (2020) achieved an outstanding

performance of 10-fold Purcell enhancement for a germanium vacancy
(GeV) center and 12-fold Purcell enhancement for an NV center coupled to
their proposed DLSPP waveguide structure, which can also act as an
efficient on-chip single-photon source for QKD systems [80]. The
polarization of the output light for the aforementioned single-photon emitters
follows the excited propagation mode of the waveguide, which is, typically,

the fundamental TM mode.

On another hand, T. Heindel et al. (2020) proposed an on-chip QKD
system where the extracted photons from the single-photon source demand

polarizers and half-lambda waveplates to prepare polarized photons at 0,
45°/-45°, and 90° at the transmitter side [81].

However, the drawback of using a polarizer stage is the reduction of
QKD system efficiency by at least 50% [82]. Several published on-chip
polarizers aimed to absorb or reflect the unwanted polarization component
of unpolarized incident electromagnetic (EM) wave at C-band (1550 nm) to

obtain a specific polarization at the output [83,84].
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Another approach by M. Mojahedi et al. (2012, 2013) rotated the

polarization of the polarized incident EM wave at the C-band to get a specific

polarization of the emission at the output [85,86].

In addition, the novel polarization rotators with high coupling

efficiency proposed by M. Qi et al. (2015) [87,88] encouraged the utilization

of their technique to control the emitted photon’s polarization from a QE

coupled to an HPW.

The HPW exhibited outstanding performance in terms of
subwavelength confinement of the propagating light along with ultra-low
propagation losses that allow long-range propagation of the light [89-91].
Therefore, the following chapters investigate the coupling of the QE into an
HPW structure. However, two main issues should be exhaustively
elaborated, which are proving the single-photon emission from the QE
before and after the coupling to an HPW and extracting the single photons
from the HPW.

Several design strategies had been proposed to design a polarization-

independent GC. For example, H.K. Tsang (2011) et al. suggested tuning

the fill factor and the grating period in the x and y directions. They achieved
a 64% polarization-independent CE in their proposed 2D GC proposed
simulated by the 2D finite-difference time-domain (FDTD)[92]. The tuning
equalized the different effective indices for TE and TM transmitted light in

a 340 nm Si waveguide for maximum CE at the operation wavelength.,

Another approach by P. Cheben et al. (2012) simulated with FDTD

tool to decrease the difference in the effective index for TE and TM

polarization [93]. They suggested and numerically proved that the increase
of the Si channel thickness decreased the difference in the effective indices
for TE and TM transmitted light and, consequently, a dual-polarization CE
of 52.5% was achieved.
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Moreover, a different complicated design strategy proposed by E. Luan et
al. (2012) resulted in a simulated CE of 60% for dual output polarization.
They suggested corrugating the top and bottom surfaces of the 370 nm Si
waveguide embedded in silicon oxide (SiO;) to form the 1D TE and TM
grating periods. The tuning of the etch depths of the TE and TM gratings in
the top and bottom of the Si channel resulted in a common maximum CE for
both polarization cases. Despite the outstanding design and numerical
performance, the sophisticated photonic structures found difficulties in the

experimental fabrication[94].

Another design strategy by F.R. Libsch et al. (2015) [95] simulated a
CE of 20% for TE and TM light polarization. Their strategy was based on

the geometrical union or intersection for the designed TE and TM 1D grating
periods in a 220 nm Si waveguide. Although this outstanding approach
solved the grating’s polarization dependency, however, it results in a
nonuniform gratings (apodized) periodicity with thin grooves or summits in
the Si waveguide. Consequently, the apodization of the GCs adds to the
complexity of the fabrication when it is desired to use this approach in other
different wavelengths since smaller operating wavelengths result in thinner

grating grooves or summits.

A recent study by S. Chang et al. (2015) on a 400 nm thick silicon

waveguide channel aimed to design a subwavelength 1D polarization-
independent GC [96]. Their approach was based on the equalization of the
effective refractive indices for TE and TM modes and a simulated CE of
50% for dual output polarization was obtained. The same approach was
performed on a 460 nm thick silicon waveguide and a simulated CE of 60%

was achieved [97].

A recent approach by W.N. Ye et al. (2019) utilized a 220 nm Si

waveguide channel to design a dual-polarization 1D GC [98]. This approach

deposited secondary subwavelength gratings in the lower index region of the
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primary grating, whereas the high index region of the primary grating was
filled with Si completely. By optimizing the filling factors and grating
periods for both the primary and secondary gratings, a maximum CE of
32.5% was simulated for both TE and TM modes.

Finally, a 2D subwavelength GC based on a 220 nm Si waveguide was

recently proposed by W.N. Ye et al. (2020) [99]. Their new approach

modified the etch depths, grating periods, and fill factors of the gratings in
2D to achieve a shared effective index of the grating for TE and TM modes
and in dual operation wavelengths of 1330 nm and 1550 nm. They simulated
a maximum CE of 35.5% for both polarization cases and efficiently acted as

a wavelength demultiplexer.

All the aforementioned highly informative publications operated at C-
band or O-band wavelengths. Recently emerged nanophotonic applications
urged the need for polarization-independent GCs at different wavelengths.
For example, the single-photon emitter embedded in a DLSPP or hybrid
plasmonic waveguide [73] requires a polarization-insensitive GC to support
the emission of photons with different output polarization. This is important
in designing on-chip quantum key distribution systems based on
polarization-dependent protocols such as the BB84 protocol. The on-chip
BB84 protocol requires the GC to support the emission of four states of
polarization, which are 0°, 45°, -45°, and 90°[100,101].

1.11. Aim of the thesis

This thesis aims to design and numerically analyze a miniaturized
plasmonic chip-integrated transmitter with a single-photon source for a
guantum cryptography system with a specified output polarization to be used
in QKD systems based on BB84 protocol or other polarization-dependent
protocols. The aim is achieved by realizing the three important design steps

in the diagram shown in Figure (1.31).
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Coupling a QE to an HPW with a specified polarization of the emission

!

Proving the single-photon emission of the QE after being coupled to the HPW

'

Designing a coupler that couples the polarized photons from a photonic waveguide to
an optical fiber

Figure 1.31: Aim of the thesis diagram
Firstly, the attempt to obtain polarized output photons by coupling the QE to
an HPW is demonstrated. The HPW is based on a 150 nm GaP waveguide,
HSQ dielectric, and an Al metal.

Secondly, it is important to predict the emission behavior of the QE
and the effects of the QE’s environment on the emission characteristics
before the experimental fabrication. The presented work aims to develop a
theoretical model to calculate g®®(t) before and after coupling the QE to a
nanostructure.

Finally, a novel and simple approach is proposed to design a compact
four-state polarization-independent GC based on a double-layer approach

utilizing a 150 nm GaP waveguide.

1.12. The layout of the thesis

This thesis is divided into five chapters.

Chapter One gives a general introduction to the properties of the integrated

optical circuits, computational nanophotonics softwares that are used to
simulate the integrated optical circuits, the electrodynamics principle that the
simulation softwares rely on, i.e., solving Maxwell’s equations, the coupling
theory of the QE to a nanostructure, photon statistics principles, several types
of QEs, waveguide propagation principles to determine the directions of
polarization inside the waveguide, SPPs physical origin, literature survey

including recent relative publications, and, finally, the aim of this thesis.



45

Chapter Two presents a comprehensive analysis and detailed performance

investigation for an HPW with embedded QE. The reasons for choosing the
dimensions and the materials used. Moreover, the Purcell enhancement
factor and tuning the output polarization for 0°, 90°, 45", and -45" output

polarization cases are demonstrated.

Chapter_Three gives a comprehensive investigation of the numerical

techniques required to prove the single-photon emission from any type of
QE after being coupled to any nanostructure including a PW. Both the two-

and three-level models of the QE are included in this chapter.

Chapter Four demonstrates the detailed steps of design and comprehensive

numerical verification of a novel integrated GC that supports four output
polarization cases, which are 0°, 90°, 45°, and -45°. Two other techniques for

designing polarization-independent GCs are also presented in this chapter.

Chapter Five presents the main conclusions obtained from this study and

suggestions for future work.



Chapter Two

Polarization control of a QE coupled with an HPW
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Chapter 2
Polarization control of a QE coupled with an HPW

2.1. Introduction

This chapter presents the detailed steps of analysis and a comprehensive
investigation of a miniaturized four HPWs with an embedded QE to emit a
stream of photons. Each HPW has a unique output polarization of either 0’,
90°, 45°, or -45°. The QE emits photons at a wavelength of 700 nm, which is
the general emission wavelength of most QEs.

The findings of the proposed work could be used as a guideline to
design a plasmonic chip-integrated single-photon source with a specified
output polarization for any type of QEs. The detailed steps of analysis and
the comprehensive investigation procedures for the proposed HPW are as
follows:

1. Selecting the suitable materials and the optimum geometrical
dimensions that support the propagation of the photons at the QE’s
emission wavelength.

2. Selecting the polarization control technique for the HPW, QE’s
orientation, and the mechanism that forces the output photons to be in
0°, 90", 45", and -45 polarization states in each HPW.

3. Calculating the spontaneous emission enhancement (Purcell) factor of
the QE after being coupled to the proposed HPW for each case of
output polarization (for each HPW).

4. Tuning of the output polarization to achieve an accurate output
polarization degree.

COMSOL Multiphysics and MB-Ruler softwares were used to perform the
aforementioned steps of analysis. Moreover, the spatial origin for all

simulations in this chapter is (-25, 0, z) nm.
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2.2. The proposed HPW

In general, the HPW at telecommunication wavelengths (1.3 or 1.55) umis
composed of a thin dielectric spacer of low refractive index (silica (SiO,))
that separates a high refractive index medium (silicon (Si)) from a metal

conductor (gold (Au) or silver (Ag)) as shown in Figure (2.1).

AuorAg
Silica

Si

Figure 2.1: The general structure of an HPW at a wavelength of 1.55 um

The HPW propagation modes are a combination of the photonic
modes supported by the high refractive index medium (i.e. photonic
waveguide) and the SPP modes at the metal-dielectric boundary (i.e. PW).
The HPW combines two features— the small losses feature exhibited by a
photonic waveguide and the high light confinement feature exhibited by the
PW [86]. The HPW is selected as a basis for the proposed nanostructure

because of its structure and features.

2.2.1. Selection of the HPW’s materials

The light is attenuated when it propagates through a medium. The
complex refractive index of the material includes a real part (n) that
determines the light’s phase velocity and an imaginary part that determines
the extinction coefficient (k).

The material’s complex refractive index is a function of the light’s
wavelength. Because the QE’s emission wavelength (700 nm) is different
from the telecommunication band's wavelengths (1.3 or 1.55) um, the

HPW’s materials should be selected properly.
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Table (2.1) shows the n and « for different materials. The Si material shows
a considerable value of x at 700 nm and, hence, the light propagating in the
Si material is significantly attenuated as the Beer-Lambert law implies.
Recently, gallium phosphide (GaP) played an important role in many
modern photonic integrated circuits (PICs) [102]. GaP supports strong light
confinement and small mode volume due to its high refractive index at 700
nm [103]. Consequently, the alternative material at 700 nm that shows a
comparable refractive index for the Si at 1550 nm is the GaP as shown in
Table (2.1).

Moreover, the SiO, and the hydrogen silsesquioxane (HSQ) materials
show a comparable refractive index at a wide range of wavelengths as shown
in Table (2.1). However, the HSQ material is selected as a basis for the
proposed HPW because it is a widely used material in on-chip plasmonic
single-photon sources and it could be experimentally converted to SiO, with

the same performance [73,80].

Table 2.1: The refractive indices information for different materials [104]

Material n | K n | K n | « The
@ 700 nm @ 1.3 um @ 1.55 uym model

Pierce

Si 4.0679 | 0.25109 | 3.5226 0 3.48 0 and
Spicer

SiO» 1.4553 0 1.4469 0 1.444 0 Malitson
Johnson

Au 0.131 4.0624 | 0.38797 | 8.7971 | 0.52406 | 10.742 and
Christy

Johnson

Ag 0.041 4.8025 | 0.10898 | 9.4317 | 0.14447 | 11.366 and
Christy

GaP 3.2992 0 3.1447 0 3.128 0 Adachi
Dow

Corning®

XR-1541

HSQ 1.41 0 1.41 0 1.41 0 E-Beam
Resist

[105]

Al 1.9214 8.142 1.3481 | 12917 | 1.5785 | 15.658 | Rakic
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The reasons for choosing the Al as a plasmonic material include its strong
plasmonic resonance, simple manufacturing processes, and low cost [106].
The Al could be fabricated down to a 5 nm scale, which makes it easily
handled during the manufacturing process [107,108]. Both gold and silver
exhibit high plasma wavelength and, therefore, weak plasmonic resonance
In contrast to Al at the operation wavelength (700 nm). Although the Au and
Ag have approximately comparable refractive indices as shown in Table
(2.1), Au and Ag failed to achieve the polarization rotation at a wavelength
of 700 nm. The polarization rotation requires that the GaP photonic
waveguide supports two orthogonal propagation modes for each case of
output polarization, which was achieved by using Al (strong plasmonic
resonance) instead of Au and Ag (weak plasmonic resonance) as shown in
Figure (2.2).

Effective mode index=2.1274-0.0019681i,|Hnorm| = Effective mode index=2.315-3.4753E-4i,|Hnorm|
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Figure 2.2: The two orthogonal modes supported by the HPW for each case of
output polarization for Au, Ag, and Al materials at 700 nm
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Figure 2.2: Continued.
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Figure 2.2: Continued.

In the following simulations, the refractive index information for Al and GaP
are based on RakiA and Aspnes and Studna models, respectively, that are
defined in the COMSOL’s material library. Consequently, the refractive
indices for the Al and GaP are 1.9214 + 8.142i and 3.2543 at 700 nm,

respectively.

2.2.2. Selection of the HPW’s geometries

A mandatory requirement to control the output polarization of the
HPW is that the HPW’s geometrical dimensions should support the
propagation of two orthogonal modes. The dimensions of the proposed
HPWs are determined by the local search algorithm. Most of the on-chip
plasmonic single-photon sources in the literature survey used 250 nm (width)
and 180 nm (height) for the HSQ pattern deposited above silver or gold as
shown in Figure (2.3).
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Figure 2.3: The HSQ's geometries in DLSPP waveguides used as on-Chip
plasmonic single-photon sources. (a) [73], (b) [78], (c) [80]

The 250 nm (width) and 180 nm (height) dimensions were considered as a
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reference to select the GaP photonic channel dimensions in the proposed

HPW, which achieved the orthogonality of the propagation modes condition

in the GaP region as shown in Figure (2.4.a). However, the proposed work
tends to miniaturize the dimensions of the HPW to save space on the
integrated circuit. Hence, the width and the height of the GaP photonic
waveguides decreased while keeping the Al bar and the HSQ spacer heights
fixed at 50 nm and 20 nm, respectively, as will be justified later. The
minimum dimensions of the GaP region that supports the propagation of two

orthogonal modes are 200 nm (width) and 150 nm (Height) as shown in

Figure (2.4.d).
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Figure 2.4: The orthogonal modes field distribution when the width and height of the
GaP region is (a), (b) 250, 180 nm, (c), (d) 200, 150 nm, (e), (f) 190, 150 nm, and
(9), (h) 200, 145 nm, respectively

The HSQ spacer covers the GaP and,

consequently, has the same width as

the GaP layer. However, the HSQ spacer’s height and the Al bar’s width
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affect the mechanism of the polarization control technique, and,
consequently, their optimum values are justified in Section (2.3). Finally, the
minimum Al bar height that enables the GaP region to support the
propagation of two orthogonal modes is 50 nm as shown in Figure (2.5).
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Figure 2.5: The orthogonal modes field distribution with Al bar’s height of (a), (b) 45
nm, and (c), (d) 50 nm

Figure (2.6) shows the optimum dimensions for the materials of the
HPW structure. The HPW acts as a polarization rotator to control the
polarization of the output light and, consequently, the polarization of the
photons at the output of the structure, over a silicon (Si) substrate.

HSQ,
h=20 nm

Aluminium
h =50 nm,
variable width

GaP
h =150

Silicon substrate

Silicon substrate

Figure 2.6: The schematic of a QE coupled to an HPW that acts as a polarization
rotator. The inset shows the transversal cross-section of the proposed structure at the
QE's position
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The QE was modeled as a 1 nm line current of 1 A [26] positioned directly
underneath the Al bar in the GaP material. The photonic waveguide with a
length of 500 nm preceding the QE allows probing the electric field
distributions scattered from the QE in both photonic and hybrid plasmonic

waveguides.

2.3. Polarization control mechanism
Any manipulation in plasmonic mode properties affects the properties
of the photonic mode including its polarization because of the mode
interference. The change of the HPW geometry breaks the symmetry and
achieves this manipulation and, consequently, results in the desired
polarization. The QE embedded in GaP excites the TM mode in the HPW as
justified later in this section. The polarization of the excited TM mode and
the propagating photons are similar, i.e., 0°. The aim is to rotate the excited
mode in the other three different HPW structures to obtain 90°, 45°, and -45
polarization for the output intensity, i.e. photons. By varying the Al width,
the HPW symmetry breaks. Consequently, the rotation angle of the two-
hybrid orthogonal propagation modes supported by the HPW varies. The
optical axes of the hybrid modes are chosen to have a rotation angle (6",
which is the direction of the normal magnetic field to a vertical line in the
transversal plane, of 45" and 22.5" to achieve 90" and 45°/-45" polarization,
respectively. The rotation angle is defined as [109]
2
i - [[ LTIy
where €(x,y) is the distribution of the permittivity in the x-y plane,

Ex(x,y) and Ey(x,y) are the horizontal and vertical electrical components of
the EM wave, respectively. Moreover, the HPW conversion length (L) is

calculated from [109]
A

L=
2|Negpy —Negrr |

(2.2)
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where ne1 1S the real part of the effective index of the first orthogonal mode,
Nerr2 1S the real part of the effective index of the second orthogonal mode, and
A is the QE’s emission wavelength. If the propagating EM wave has a
polarization of 0" or 90° and the rotation angle is set to be 0" or 90°,
respectively, then the polarization of the propagating EM wave is kept fixed.

Table (2.2) shows the optimum dimensions for the Al and the
corresponding effective indices of the two-hybrid orthogonal modes to get
an output polarization of 0°, 45°/-45°, and 90°. As the width of the Al and the
thickness of the underlying HSQ layer vary, the value of 6 will change.
Figure (2.7) shows the variation of 0 against the Al width for different HSQ

thickness.
Table 2.2: Al dimensions for output polarization of 0°, 45°/-45°, and 90°

Output
po'i;';f‘:'on Width ) - o Lz | L
e e
associated (nm) (Hm) (um)
with nef2
» C | 2124 23176 _
(*)
¢ > O | 0037272i | 0.011177i 5 5
: 1 2.2380- 2.343-
B i 2251 10100981 | 0.0093348i 6 | 8333
o 1 2.2380- 2.343-
- (**)
“E i 2251 00100981 | 0.0093297i 6 | 8353
: .| 2.3558- 2.2654-
90 110 4 | go017199i | o0.00760s5i | 2 | 3872

™) The propagation length, in this case, is calculated from 1/Im(2 neft2 ko).
) In this case, the Al bar has the same width of 45° but has a different position
as explained in Figure (2.21.d).
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Figure 2.7: The variation of ¢ against the Al width for different HSQ thickness

Figure (2.7) clearly shows that the best angle variation, that achieves a linear
relationship between 0 and the Al width values between 40° to 180°, can be
obtained when the HSQ thickness is 20 nm compared to a thickness of 30
nm or 40 nm. Accordingly, the thickness of the HSQ layer is set to 20 nm.

It is necessary to define the essence of 0° output polarization, which
will be the reference for other output polarization cases. The 2D mode
analysis shows the two orthogonal modes supported by the HPW in the case
of 5 nm Al thickness, i.e. 0 is 0, where the light is confined with
subwavelength dimensions inside the GaP region as shown in Figure (2.8).
The rotation angle for the arrows was measured using MB-Ruler software.
(a) (b)
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nm m
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o
o
@
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x-coordinate (nm) x-coordinate (nm)

Figure 2.8: |Hnorm| in the case of the a) first effective mode index. b) second effective
mode index. Arrows indicate the magnetic field distribution.

The rotation angle (0°) is the angle between the normal magnetic field
(|Hnorm|) @nd a vertical line in the transversal plane at the center of the GaP
region. The first mode supports 90° output polarization as shown in Figure
(2.8.a), while the second orthogonal mode supports 0° output polarization as

shown in Figure (2.8.b). To determine the orientation of the QE, the electric
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field distribution supported by HPW in the case of 0" output polarization
should be observed. Figure (2.9) shows the electric field distribution in x and
y directions for 0° output polarization.
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Figure 2.9: (a) |[Ex| (b) |E,| for O’ output polarization. Arrows indicate the magnetic
field distribution.

The HPW supports the propagation of the electric field oriented in the
x-direction, while, the electric field in the y-direction is concentrated in the
corners of the GaP region, only. Consequently, the QE should be oriented
toward a higher electric field value. Hence, the QE is positioned in the x-
direction at the coordinates of the maximum electric field. In the following
sections, the QE’s orientation is fixed along the x-axis, however, its position
follows the maximum electric field in the GaP region for maximum Purcell
enhancement factor and B-factor as explained in Section (2.4). Furthermore,
it is worth mentioning that both orthogonal modes are TM modes. The
second orthogonal mode was selected as a reference to the QE’s orientation
because it is more intense than the first orthogonal mode. Consequently, the
excitation of the second orthogonal mode leads to maximum Purcell and -
factor as demonstrated in Section (2.4). Furthermore, the excitation of the
second orthogonal mode generates a polarization field that coincides with
the normal of the transversal plane, i.e. 0° polarization. Figure (2.10) shows

the electric and magnetic field distributions of both TM modes.
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Figure 2.10: The field distributions for the (a) TM (Ex), (b) TM (Ey), (c), TM (E,), (d)
TM (Hy), (€) TM (Hy), (f) TM (H,), (g) TM (Ex), (h) TM (Ey), (i) TM (E), (i) TM (Hy),

(k) T™M (Hy), and (I) TM (H)

2.4. The QE’s spontaneous emission enhancement

By controlling the interference between photonic and plasmonic modes,

accurate control of the output intensity polarization will be achieved. As a

result, a uniform polarization field over a uniform intensity mode profile

could be realized. The polarization field in plasmonic mode (between HSQ

and Al) is random and its direction can not be controlled easily because of

the high confinement of the electric field in a small area. However, the

photonic mode in GaP has a uniform intensity mode profile and uniform

polarization field. This is why the location of the quantum emitter is chosen

to be in the GaP region, where it can excite both modes in HPW as shown in

Figure (2.11).
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Figure 2.11: The normal magnetic field distribution for the second orthogonal mode

The spontaneous emission of the QE is improved due to the coupling of its
emission into a GaP photonic mode in the HPW via the Purcell effect. The
emitted energy couples to the photonic mode of the HPW with high
efficiency, i.e. high B-factor, and could be obtained as

r L1
3
B = pl S (2.3)

l—‘radiative + l—‘nonradiative + l—‘pl h
0

The 2D mode analysis estimates the ratio of the plasmonic decay rate

(Ip1) to the decay rate of the emitter in a vacuum (T,). The corresponding

equations for the numerator and the denominator of Equation (1.14) are

defined in the variables section of the model builder tree as shown in Figure
(2.12).

variables

(il

Label: Variables 1
Geometric Entity Selection

Geometric entity level: Entire model A

¥ Variables

13 A . i
Name Expression Unit Descri

pldecay 3*pi*epsilon0_const*c_const*(abs(ewfd.normE)) 2 W/m?*

vacdecay 2*real(((ewfd.k0) " 2)*intop1{ewfd.Poavz)) W/m?

purcell pldecay/vacdecay

Figure 2.12: COMSOL’s variables section that defines Equation (1.14)



59

The integration probe (intopl) is set to the total 2D plane. A Global variable
probe is set to monitor the distribution of the resultant Purcell factor across

the transversal plane as shown in Figure (2.13).

ntegration
Label: Integration 1 E
Operator name: intop1 Global Variable Probe
(* Update Results
Source Selection

) B R Label: Global Variable Probe 1 E
Geometric entity level: Domain -
Selection: Manual - Variable name: purcell1

1 0 ~ Expression = g

2 B -

3 I e Expression:

4 : purcell

5

Table and plot unit:

1 -
™ Advanced []  Description:
Method: Integration -
Integration order: |4 I» Table and Window Settings
Frame: Spatial (x,y,2) -

(c)
Effective mode index=2.3176-0.011177i Surface: (1) °
nm - ' - : ;
O‘
2.5
-50¢
2
-100¢
1.5
-150¢
1
-200
0.5

-200 -100 0 100 nm
Figure 2.13: (a) The Integration (intopl) Nonlocal Coupling in the Definitions tree of

the Model builder, (b) The Global Variable Probe that monitors the Purcell variable,
(c) The transversal distribution of the Purcell factor calculated by Equation (1.14)

The 2D analysis procedure was confirmed by reproducing the result
of Figure (1.4.b) as shown in Figure (2.14).
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Figure 2.14: The 2D analysis for the Purcell factor calculation in (a) [25], (b) [73],
the reproduced 2D analysis for the Purcell factor calculation in (c) [25], and (d) [73]

A 3D analysis of the proposed HPWSs was performed to obtain the ratio of
the total decay rate of the emitter to the decay rate of the QE in a vacuum

and, consequently, solve Equation (1.15) as shown in Figure (2.15).

-500

Figure 2.15: The schematic of the 3D model used to calculate the total decay rate

Equation (1.15) could be simplified as [110]
Feor 0.5 I Re(F, E_X))dV _ fRe(E_X))al)

Lo 05 [[f Re(J".Eog)dV [ Re(Eqy)di’ @4
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where T (A/m?) is the complex current density produced by the QE and
crosses the transversal plane perpendicularly, E_OX) (V/m) is the electric field
intensity in the x-direction in a vacuum, and dl is the one-dimensional line

integral across the QE’s length. The ]_"3 Is constant and could be omitted
because the transversal area, the QE’s current (1 A), and the QE’s length (1
nm) are constant.

The numerator of Equation (2.4) could be calculated by setting an

Integral edge probe at the QE’s line geometry as shown in Figure (2.16).
(a) (b)

Edae Probe

* Update Results

il

Label: decay
Variable name: decay
¥ Probe Type

| AN i fho QE is the green line ofiente(f Type: | Integral

| : -: A 3 in the X-direction 3 Source Selection

Selection: Manual

| Y | N\ | \ ~ Expression - %
, Z ! ‘ ) A\ Expression
| : | \ | ) 0.5*real(ewfd.Ex)

Table and plot unit:

v

O Description:

0.5*real(ewfd.Ex

¥ Integration Settings

Method: Integration

Figure 2.16: The total decay rate evaluation (Equation (2.3)’s numerator). (a) The
QF’s location in the 3D model (indicated by the Green line), (b) The edge probe
settings for the corresponding QFE'’s line geometry

The total decay rate of the emitter in a vacuum (Equation (2.4)’s
denominator) could be calculated by setting all the domains’ material to air
and calculating the value of the Integral edge probe. The calculated values
of Equations (1.14), (2.3), and (2.4) are listed in a separate Excel sheet for
each case of output polarization (Al’s width).

Table (2.3) lists the values of I,/T,, Tio/T, and B-factor that

correspond to 0°, 90°, 45°, and -45" output polarization. If 0 is set to 0°, then
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no change occurs to EM wave polarization at the HPW’s output. For 0’
output polarization, the QE’s spatial position in the GaP region is varied
along the y-axis around the maximum Ey point in Figure (2.9.a) to find the
optimum y-coordinate that corresponds to the maximum Purcell factor.
Then, the QE’s optimum y-coordinate is kept fixed while sweeping the x-
position of the QE to find the optimum Xx-coordinate that corresponds to the

maximum Purcell factor.

Table 2.3: The p-factor calculation for 0°, 90, 45°, and -45° output polarization when
the QE has varied along the y-axis and x-axis

IOu_tpliF y I'pi/To I'tot I'o I'ot/T'o | B-factor
polarization

-175.556 1.561470 -0.0033614 | -0.00080984 | 4.150696 0.3761948
-170.000 1.762240 -0.0032985 | -0.00080984 | 4.073027 0.4326612
-165.556 1.910550 -0.0032204 | -0.00080984 | 3.976588 0.4804496
-160.000 2.089423 -0.0030966 | -0.00080984 | 3.823718 0.5464376
-155.556 2.213669 -0.0029898 | -0.00080984 | 3.691840 0.5996113
-150.000 2.356845 -0.0028379 | -0.00080984 | 3.504272 0.6725633
-145.556 2.447281 -0.0027292 | -0.00080984 | 3.370048 0.7261857
-140.000 2.543832 -0.0026028 | -0.00080984 | 3.213968 0.7914926
-135.556 2.593331 -0.0025234 | -0.00080984 | 3.115924 0.8322830
-130.000 2.636048 -0.0024557 | -0.00080984 | 3.032327 0.8693150
-126.667 2.640792 -0.0024343 | -0.00080984 | 3.005902 0.8785354
-125.556 2.640611 -0.0024312 | -0.00080984 | 3.002074 0.8795955
-120.000 2.626410 -0.0024384 | -0.00080984 | 3.010965 0.8722818
-115.556 2.585537 -0.0024758 | -0.00080984 | 3.057147 0.8457353
0° -110.000 2.515765 -0.0025614 | -0.00080984 | 3.162847 0.7954115
-105.556 2.432455 -0.0026471 | -0.00080984 | 3.268670 0.7441727
-100.000 2.312675 -0.0027827 | -0.00080984 | 3.436111 0.6730502
-95.556 2.193202 -0.0029004 | -0.00080984 | 3.581448 0.6123786
-90.000 2.032815 -0.0030518 | -0.00080984 | 3.768399 0.5394374
-85.556 1.886325 -0.0031656 | -0.00080984 | 3.908920 0.4825693
-80.000 1.697939 -0.0032874 | -0.00080984 | 4.059320 0.4182816

X I'pi/To I'tot I'o I'ot/T'o | B-factor

-75.000 1.973581 -0.0013686 | -0.00080984 1.689963 1.1678248
-70.000 2.076290 -0.0015423 | -0.00080984 1.904450 1.0902304
-65.000 2.191791 -0.0017087 | -0.00080984 | 2.109923 1.0388016
-60.000 2.279609 -0.0018640 | -0.00080984 | 2.301689 0.9904071
-55.000 2.380386 -0.0020059 | -0.00080984 | 2.476909 0.9610308
-50.000 2.446304 -0.0021320 | -0.00080984 | 2.632619 0.9292282
-45.000 2.525393 -0.0022368 | -0.00080984 | 2.762027 0.9143258
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-40.000 2564090 | -0.0023222 [ -0.00080984 | 2.867480 | 0.8941965
-35.000 2.616156 | -0.0023836 | -0.00080984 | 2.943297 | 0.8888522
-30.000 2.624341 | -0.0024215 | -0.00080984 | 2.990097 | 0.8776775
-25.000 2.646029 | -0.0024343 | -0.00080984 | 3.005902 | 0.8802777
-20.000 2.622711 | -0.0024225 | -0.00080984 | 2.991332 | 0.8767703
-15.000 2.612903 | -0.0023856 | -0.00080984 | 2.945767 | 0.8870025
-10.000 2559414 | -0.0023245 | -0.00080984 | 2.870320 | 0.8916825
-5.000 2519344 | -0.0022428 | -0.00080984 | 2.769436 | 0.9096957

0.000 2439235 | -0.0021373 | -0.00080984 | 2.639163 | 0.9242455
5.000 2372362 | -0.0020107 | -0.00080984 | 2.482836 | 0.9555047
10.000 2271139 | -0.0018709 | -0.00080984 | 2.310209 | 0.9830880
15.000 2.182914 | -0.0017131 | -0.00080984 | 2.115356 | 1.0319369
20.000 2.067598 | -0.0015466 | -0.00080984 | 1.909760 | 1.0826479
25.000 1.965081 | -0.0013730 | -0.00080984 | 1.695397 | 1.1590683
y I'pi/To Itot I'o I'ot/T'o | p-factor
-180.000 | 1.709269 | -0.0031092 | -0.000810 | 3.839893 | 0.4451346
-175556 | 1.848900 | -0.0031147 | -0.000810 | 3.846686 | 0.4806476
-170.000 | 2.022552 | -0.0030852 | -0.000810 | 3.810253 | 0.5308184
-165.556 | 2.143589 | -0.0030347 | -0.000810 | 3.747885 | 0.5719463
-160.000 | 2.289287 | -0.0029462 | -0.000810 | 3.638587 | 0.6291694
-155.556 | 2.380529 | -0.0028612 | -0.000810 | 3533611 | 0.6736816
-150.000 | 2.485706 | -0.0027462 | -0.000810 | 3.391585 | 0.7329040
-145556 | 2.538820 | -0.0026534 | -0.000810 | 3.276976 | 0.7747449
-140.000 | 2.594624 | -0.0025459 | -0.000810 | 3.144212 | 0.8252066
-135556 | 2.604596 | -0.0024729 | -0.000810 | 3.054056 | 0.8528316
-132.222 | 2.607081 | -0.0024278 | -0.000810 | 2998357 | 0.8695031
-130.000 | 2.606436 | -0.0024034 | -0.000810 | 2968223 | 0.8781132
-125556 | 2.572012 | -0.0023692 | -0.000810 | 2925986 | 0.8790242
o0 -120.000 | 2.519928 | -0.0023565 | -0.000810 | 2910301 | 0.8658651
-115556 | 2.443671 | -0.0023705 | -0.000810 | 2927591 | 0.8347037
-110.000 | 2.342321 | -0.0024169 | -0.000810 | 2984896 | 0.7847245
-105.556 | 2.230381 | -0.0024743 | -0.000810 | 3.055785 | 0.7298878
-100.000 | 2.088589 | -0.0025658 | -0.000810 | 3.168789 | 0.6591127
-95.556 1.950148 | -0.0026521 | -0.000810 | 3.275370 | 0.5953977
-90.000 1780142 | -0.0027638 | -0.000810 | 3.413321 | 05215279
-85.556 1626695 | -0.0028537 | -0.000810 | 3.524348 | 0.4615591
X I'pi/To Itot I'o Iot/To B-factor
-85.000 1.954950 | -0.0010359 | -0.000810 | 1.279347 | 15280841
-80.000 2.063580 | -0.0012178 | -0.000810 | 1.503995 | 1.3720654
-75.000 2176854 | -0.0013991 | -0.000810 | 1.727903 | 1.2598247
-70.000 2268318 | -0.0015766 | -0.000810 | 1.947117 | 1.1649622
-65.000 2364034 | -0.0017462 | -0.000810 | 2.156575 | 1.0961985
-60.000 2431843 | -0.0019043 | -0.000810 | 2.351830 | 1.0340216
-55.000 2504098 | -0.0020481 | -0.000810 | 2.529424 | 0.9899875
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-50.000 2543664 | -0.0021745 | -0.000810 | 2.685529 | 0.9471742
-45.000 2588335 | -0.0022809 | -0.000810 | 2.816934 | 0.9188481
-40.000 2507167 | -0.0023662 | -0.000810 | 2.922281 | 0.8887466
-35.000 2612086 | -0.0024278 | -0.000810 | 2.998357 | 0.8711724
-30.000 2589866 | -0.0024650 | -0.000810 | 3.044300 | 0.8507265
-25.000 2574897 | -0.0024769 | -0.000810 | 3.058996 | 0.8417456
-20.000 2523355 | -0.0024642 | -0.000810 | 3.043312 | 0.8291477
-15.000 2480240 | -0.0024243 | -0.000810 | 2.994035 | 0.8283937
-10.000 2.402924 | -0.0023611 | -0.000810 | 2.915982 | 0.8240530
-5.000 2335100 | -0.0022747 | -0.000810 | 2.809277 | 0.8312104

0.000 2236964 | -0.0021669 | -0.000810 | 2.676143 | 0.8358908
5.000 2.149180 | -0.0020396 | -0.000810 | 2.518927 | 0.8532127
10.000 2036241 | -0.0018952 | -0.000810 | 2.340591 | 0.8699689
15.000 1.934284 | -0.0017370 | -0.000810 | 2.145212 | 0.9016746
y I'pi/To Itot I'o I'ot/T'o | p-factor
-170.000 | 1.564638 | -0.0032142 | -0.000810 | 3.966630 | 0.3944503
-165.556 | 1.690822 | -0.0031384 | -0.000810 | 3.873086 | 0.4365567
-160.000 | 1.846287 | -0.0030182 | -0.000810 | 3.724747 | 0.4956811
-155.556 | 1.955875 | -0.0029090 | -0.000810 | 3.589984 | 0.5448144
-150.000 | 2.086369 | -0.0027666 | -0.000810 | 3.414249 | 0.6110769
-145556 | 2.170783 | -0.0026568 | -0.000810 | 3.278745 | 0.6620774
-140.000 | 2.266535 | -0.0025344 | -0.000810 | 3.127692 | 0.7246669
-135556 | 2.319215 | -0.0024542 | -0.000810 | 3.028717 | 0.7657415
-130.000 | 2.373127 | -0.0023856 | -0.000810 | 2944058 | 0.8060733
-125556 | 2.389978 | -0.0023584 | -0.000810 | 2910491 | 0.8211597
-120.000 | 2.398182 | -0.0023627 | -0.000810 | 2915798 | 0.8224789
-115556 | 2.377832 | -0.0023970 | -0.000810 | 2958127 | 0.8038301
-110.000 | 2.339956 | -0.0024751 | -0.000810 | 3.054510 | 0.7660661
45° -105.556 | 2.283910 | -0.0025627 | -0.000810 | 3.162617 | 0.7221582
-100.000 | 2.203124 | -0.0026959 | -0.000810 | 3.326998 | 0.6621956
-95.556 2.115687 | -0.0028147 | -0.000810 | 3.473609 | 0.6090747
-90.000 1.998472 | -0.0029690 | -0.000810 | 3.664030 | 0.5454302
-85.556 1.886359 | -0.0030891 | -0.000810 | 3.812245 | 0.4948159
-80.000 1742127 | -0.0032236 | -0.000810 | 3.978231 | 0.4379150
-75.556 1614026 | -0.0033121 | -0.000810 | 4.087448 | 0.3948737
-70.000 1.454844 | -0.0033881 | -0.000810 | 4.181239 | 0.3479456
X I'pi/To Itot I'o Iot/To B-factor
-85.000 1529149 | -0.0009931 | -0.000810 | 1.225593 | 1.2476809
-80.000 1644436 | -0.0011696 | -0.000810 | 1.443398 | 1.1392808
-75.000 1769190 | -0.0013465 | -0.000810 | 1.661710 | 1.0646807
-70.000 1.875969 | -0.0015198 | -0.000810 | 1.875578 | 1.0002081
-65.000 1.990989 | -0.0016859 | -0.000810 | 2.080562 | 0.9569477
-60.000 2.080193 | -0.0018415 | -0.000810 | 2.272587 | 0.9153412
-55.000 2176733 | -0.0019833 | -0.000810 | 2.447582 | 0.8893402
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-50.000 2.240883 | -0.0021088 | -0.000810 | 2.602461 | 0.8610631
-45.000 2311838 | -0.0022152 | -0.000810 | 2.733769 | 0.8456596
-40.000 2345732 | -0.0023007 | -0.000810 | 2.839284 | 0.8261705
-35.000 2386262 | -0.0023627 | -0.000810 | 2.915798 | 0.8183907
-30.000 2387382 | -0.0024012 | -0.000810 | 2.963310 | 0.8056470
-25.000 2395331 | -0.0024153 | -0.000810 | 2.980711 | 0.8036105
-20.000 2363953 | -0.0024038 | -0.000810 | 2.966519 | 0.7968776
-15.000 2339845 | -0.0023677 | -0.000810 | 2.921968 | 0.8007772
-10.000 2278774 | -0.0023076 | -0.000810 | 2.847799 | 0.8001877
-5.000 2225598 | -0.0022247 | -0.000810 | 2.745492 | 0.8106369

0.000 2139726 | -0.0021198 | -0.000810 | 2.616036 | 0.8179269
5.000 2.062458 | -0.0019959 | -0.000810 | 2.463131 | 0.8373315
10.000 1.958213 | -0.0018554 | -0.000810 | 2.289741 | 0.8552115
15.000 1.863308 | -0.0017006 | -0.000810 | 2.098703 | 0.8878381
y I'pi/To Itot I'o I'ot/T'o | p-factor
-170.000 | 1.552613 | -0.0032863 | -0.000810 | 4.056259 | 0.3827697
-165.556 | 1.679170 | -0.0032086 | -0.000810 | 3.960354 | 0.4239949
-160.000 | 1.835460 | -0.0030847 | -0.000810 | 3.807426 | 0.4820737
-155.556 | 1.945694 | -0.0029720 | -0.000810 | 3.668321 | 0.5304045
-150.000 | 2.077463 | -0.0028267 | -0.000810 | 3.488978 | 0.5954360
-145556 | 2.162957 | -0.0027134 | -0.000810 | 3.349132 | 0.6458262
-140.000 | 2.260372 | -0.0025874 | -0.000810 | 3.193611 | 0.7077793
-135556 | 2.314475 | -0.0025057 | -0.000810 | 3.092770 | 0.7483503
-130.000 | 2.370347 | -0.0024352 | -0.000810 | 3.005752 | 0.7886038
-125556 | 2.388830 | -0.0024074 | -0.000810 | 2971438 | 0.8039305
-120.000 | 2.399151 | -0.0024119 | -0.000810 | 2976993 | 0.8058976
-115556 | 2.380536 | -0.0024470 | -0.000810 | 3.020316 | 0.7881743
-110.000 | 2.344784 | -0.0025268 | -0.000810 | 3.118813 | 0.7518194
45° -105.556 | 2.290455 | -0.0026164 | -0.000810 | 3.229406 | 0.7092497

- -100.000 | 2.211639 | -0.0027528 | -0.000810 | 3.397763 | 0.6509103
-95.556 2125786 | -0.0028744 | -0.000810 | 3.547854 | 0.5991751
-90.000 2010382 | -0.0030320 | -0.000810 | 3.742378 | 0.5371937
-85.556 1.899729 | -0.0031536 | -0.000810 | 3.892468 | 0.4880525
-80.000 1756973 | -0.0032892 | -0.000810 | 4.059839 | 0.4327691
-75.556 1.630206 | -0.0033770 | -0.000810 | 4.168210 | 0.3911045
-70.000 1472505 | -0.0034514 | -0.000810 | 4.260041 | 0.3456552

X I'pi/To Itot I'o Iot/To B-factor
-75.000 1643088 | -0.0013589 | -0.000810 | 1.677282 | 0.9796135
-70.000 1748228 | -0.0015317 | -0.000810 | 1.890568 | 0.9247105
-65.000 1.863457 | -0.0016973 | -0.000810 | 2.094967 | 0.8894926
-60.000 1.958360 | -0.0018520 | -0.000810 | 2.285912 | 0.8567086
-55.000 2.062613 | -0.0019924 | -0.000810 | 2.459207 | 0.8387309
-50.000 2139878 | -0.0021163 | -0.000810 | 2.612136 | 0.8192061
-45.000 2225752 | -0.0022207 | -0.000810 | 2.740996 | 0.8120233
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-40.000 2.278927 -0.0023040 -0.000810 2.843812 0.8013635
-35.000 2.339992 -0.0023642 -0.000810 2.918117 0.8018843
-30.000 2.364101 -0.0024005 -0.000810 2.962922 0.7978952
-25.000 2.395474 -0.0024118 -0.000810 2.976869 0.8046959
-20.000 2.387523 -0.0023985 -0.000810 2.960453 0.8064720
-15.000 2.386400 -0.0023603 -0.000810 2.913303 0.8191388
-10.000 2.345861 -0.0022981 -0.000810 2.836530 0.8270179
-5.000 2.311971 -0.0022128 -0.000810 2.731245 0.8464897

0.000 2.241011 -0.0021070 -0.000810 2.600657 0.8617095

5.000 2.176866 -0.0019820 -0.000810 2.446370 0.8898352
10.000 2.080323 -0.0018402 -0.000810 2.271347 0.9158981
15.000 1.991129 -0.0016847 -0.000810 2.079414 0.9575430
20.000 1.876104 -0.0015190 -0.000810 1.874892 1.0006465
25.000 1.769328 -0.0013459 -0.000810 1.661236 1.0650671

Figure (2.17) shows both - and Purcell enhancement factors plots (plotted

with the same Excel sheet’s values) as the location of the QE around the y-

coordinate and x-coordinate is varied.
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Figure 2.17. p-factor and Purcell enhancement factor as a function of (a) y-

coordinate. (b) x-coordinate for 0° output polarization

Purcell

The maximum Purcell enhancement factor is located at y = -126.6 nm

with a value of 2.64 as shown in Figure (2.13.c) and Figure (2.17.a). The

moderate value of the Purcell enhancement factor is due to the relatively

wide transversal area of the high refractive index (GaP) material at the QE’s

emission wavelength. However, a high pB-factor of 88% at this optimum

position was achieved because the QE position is relatively far away from

the Al bar that is responsible for the coupling losses. The Al bar is a lossy

material because of the imaginary part of its refractive index at the QE’s

emission wavelength.
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To find the optimum position at the x-coordinate, the optimum position (y =
-126.6 nm) of the QE is fixed and the x-coordinate is varied. Figure (2.17.b)
shows both B- and Purcell enhancement factors as a function of the x-
coordinate variations. Figure (2.17.b) shows an optimum position of x-
coordinate at -25 nm (the Highest Purcell enhancement factor) and a 3-factor
of 88%. If the QE is shifted around the optimum position in the x-coordinate
or the y-coordinate, the Purcell enhancement factor decreases according to
the decrease of the QE’s emission coupling to the associated HPW mode as
shown in Figures (2.9.a), (2.17.a), and (2.17.b). Moreover, the total decay
rate increases as the QE is shifted in the y-coordinate. This is why the B factor
decreases as the QE is shifted in both +y and -y directions as shown in Figure
(2.17). The decrease of B-factor in +y is due to the increment in the non-
radiative decay rate that appears in the denominator of B-factor, while the -
factor in -y-direction decreases because the QE becomes far away from the
HPW region and approaches the grounded substrate region. The p-factor
increases as the QE is shifted from the optimum position at y-coordinate by
-x and +x as shown in Figure (2.17.b). This is because the total decay rate
includes the radiative and nonradiative decay rates excluding the plasmonic
decay rate due to the decrement of the electric field in both -x and +x shifts
as shown in Figure (2.9.a). This fact is true for each polarization as will be
shown in Figure (2.19). Hence, the optimum position for the emitter in the
case of O° output polarization in x- and y- coordinates is -25 nm and -126.6

nm, respectively. The calculation of I}, and B-factor methodology was

verified by reproducing I, and B-factor in [73] as shown in Figure (2.18).
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Figure 2.18: The g-factor and Purcell enhancement factor versus x- and y- directions
for (a), (b) [73] and (c), (d) reproduced results, respectively

The calculation of T, and B-factor is performed in each case of output
polarization. Because each output polarization has a specific length of Al
bar, different electric field components inside the GaP region are propagated.
Figure (2.19) shows the variation in - and Purcell enhancement factors
when the QE position is varied in y- and x- coordinates, respectively, for 90°,
45°, and -45" output polarization. Table (2.4) summarizes the optimal x- and

y- coordinates with their corresponding Purcell and -factor for each output
polarization.
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Figure 2.19: p-factor and Purcell enhancement factor as a function of y- and x-
coordinates, respectively, (a) and (b), for 90° output polarization, (c) and (d), for 45°
output polarization, and (e) and (f), for -45° output polarization.

Table 2.4: The optimum position of the QE for each output polarization and the
corresponding Purcell enhancement factor and f-factor

Ou_tpu? x-coordinate y-coordinate purcell factor B-factor
polarization (nm) (nm)
0’ -25 -126.6 2.64 88%
90° -35 -132.2 2.6 87%
45° -25 -120 2.4 80%
-45° -25 -120 2.4 80%

The 2D and 3D simulation frameworks are truncated by first-order scattering

boundary conditions that provide minimum reflections and more accurate
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solutions. The maximum size of the used mesh is 10 nm with free triangular

topology in a 2D framework. In a 3D framework, a physics-controlled mesh

with an extra-fine resolution was used as shown in Figure (2.20).
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Figure 2.20: The mesh configuration for the (a) 2D and (b) 3D models
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2.5. Tuning the output polarization

The first step in tuning the required output polarization is to observe its
rotation degree by changing the Al width to obtain a suitable 0, i.e. 45° and
22.57-22.5" that gives an output polarization of 90° and 45°/-45’, respectively.
The values of Al width for the required 0s and the corresponding conversion
lengths are shown in Table (2.2). Figure (2.21) shows the magnetic field
distribution for 0 equals 45° and 22.5°/-22.5". To get 0 of -22.5°, the position
of the Al bar is changed as shown in Figure (2.21.d).

(a) (b)
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Figure 2.21: The |Hnorm| when Al width is (a) 110 nm (8 = 45°), (b) 70 nm (6 =
22.5), (c) 70 nm (0 = -22.5°), (d) Schematic of the structure when 6 is -22.5'.
Arrows represent the magnetic field distribution

However, the designed Al width values in Table (2.4) do not yield an
optimum performance as shown in Figure (2.21). The measured 0 in Figure
(22.1.a) shows a value of 35°, while Figure (2.21.b) and Figure (2.21.c) show
0s of 13.5° and -12.5°, respectively. The inaccurate s result from the high
confinement of the electric field in the GaP region. Consequently, the electric
field in both directions (x and y) has unsymmetrical distribution and they
have a different center point for their maximum value. For example, both
components of the electric field in the x and y directions for 90° output

polarization are shown in Figure (2.22).
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Figure 2.22: The electric field components distribution at 90" output polarization
(Al width equals 110 nm) (a) Ex, (b) Ey

The power conversion efficiency from 0° output polarization to 90° output
polarization is defined as [109]:
2
Pre By
= ’ ,
PTE+PTM |Ey| + |EX|2

PCE = (2.5)

where P+¢ is the power of the TE mode, Ptwm is the power of TM mode,
Ey is the y-component of the output electric field, and Ex is the x-component
of the output electric field. The PCE from TM mode to a 45°/-45° linearly
polarized output light is defined as:
2
Pre _ |Eyx|

PCE = ,
P B,y [

(2.6)

where E, 4 is the smallest electric field component and the E, is the

opposite field component to Ey .

The unsymmetrical distribution of x- and y-components of the electric
field shown in Figure (2.22) results in different spatial centers for the
maximum of the electric field components. The mismatch in these spatial
centers causes an imperfect conversion of the x-component of the electric
field to the y-component of the electric field along the HPW’s propagation
length. Consequently, a considerable amount of the x component will remain
at the HPW output resulting in a reduction in the PCE at 90° output
polarization. Furthermore, this unsymmetrical distribution in the case of 45/-
45° output polarization leads to an unequal amount of the x- and y-
components of the electric fields at the HPW’s output that, consequently,
decreases the PCE in this case. The Al bar’s width can tune the x- and y-
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components of the electric field to the same optimum position so that most
of the x-component of the electric field can be converted to y-component in
the case of 90° output polarization. Similarly, the Al width tuning can convert
the x-component of the input electric field to equal amounts of x- and y-
components of the electric field at the HPW’s output.

To find the Al width that has a maximum PCE, the variation of the
PCE against the Al width is plotted for the same designed conversion length
listed in Table (2.2) as shown in Figure (2.23.a).

(a) (b)
2.2
95 =
> 2
;\3 85 = N
~ S
a > = |Ex|
— E
55 wi4 y
80 85 90 95 100105110 60 61 62 63 64 65 66 67 68 69 70
Al width (nm) Al width (nm)

Figure 2.23: (a) PCE against the variation in Al width at the designed conversion
length for 90° output polarization, (b) The |Ex|, and Ey variations against Al width for
45°/-45 output polarization

The Al width of 90 nm increases the PCE to 97%, where the
polarization is changed from 0° to 90" as shown in Figure (2.23.a) and
calculated theoretically in Figure (2.24.b).

On another hand, a 45 linearly polarized light has an equal amplitude
for both x and y electric fields and they should be in phase. The designed
value of 70 nm Al width does not result in an exact similar value for both
electric field components in the x and y directions because of their
unsymmetrical distribution in the GaP area. A slight change in Al width
results in precise equal values for both electric field components in x and y
directions as shown in Figure (2.23.b). Consequently, an Al width of 62 nm
with the same conversion length, as listed in Table (2.2), for 45°/-45° output
polarization is considered, too. The absolute value for Ex in Figure (2.23.b)
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results in positive PCE for both 457-45° since the electric field components
are antiphase as shown in Figure (2.24.b).

It is worth mentioning that the variation of the Al width value from

the designed values in Table (2.2) might lead to a negligible variation in the
optimum spatial coordinates of the QE obtained in Section (2.4). However,
a slight change in Al width leads to a significant change in the output
polarization state of the emitted photons in both cases of 90° and 45°/-45°
output polarization as shown in Figure (2.23).
By placing a line probe along the propagation direction in the z-axis, i.e., at
the optimum QE’s position shown in Table (2.2) for each output
polarization, it can be shown how the electric field components vary. The
electric field distributions are continuous and show no discrete jumps along
the total device’s length that include both HPW and photonic waveguide.
The continuity of the electric fields is a clear indication that there are
negligible reflections when the electric fields travel along the entire device’s
length that including both the photonic and hybrid plasmonic waveguides.
Figure (2.24) shows the electric field components' distribution against the
propagation distance for 0°, 90°, 45°, and -45". The intensity of the electric
field in the x-direction is reduced by a factor of 1/e, due to the plasmonic
losses, at the end of the calculated plasmonic propagation length (HPW’s
output) as shown in Figure (2.24.a). Meanwhile, the electric field in the y-
direction has a negligible contribution to the total electric field. For the case
of rotating 0° (TM) to 90° (TE) output polarization, a PCE of 97% was
achieved as shown in Figure (2.24.b).

On the other hand, a PCE of converting a 0° linearly polarized light to
a 45’ linearly polarized light, which is the power ratio of both components at
the output, of 98.43% was obtained as shown in Figure (2.24.c). It is
Important to note that the propagation direction is in -z-direction and,
therefore, the Ex and Ey seem as they are anti-phased. Although the E, and

E, have antiphase, however, it does not contradict the fact that the output
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photons are linearly polarized at 45°. The -45° output polarization has two
similar values for the electric field components in the x- and y- directions
but they are anti-phased as shown in Figure (2.10.d) and, consequently, have
the same PCE.
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Figure 2.24: The distribution of the electric field components against z-coordinate
for (a) 0°. (b) 90°. (c) 45". and (d) -45° output polarization

Figure (2.25) visualizes the relationship between the input and output
polarization when the QE is situated at the optimum positions listed in Table
(2.4) for each output polarization. The input field is probed by a 2D surface
plane at 300 nm (and it could be any value preceding the HPW) before the
QE, while the output field is probed by a 2D surface plane at the end of the
HPW conversion length.

As indicated in Figure (2.25), the polarization in the high-intensity
regions at the GaP area is perfectly oriented toward the required output
polarization states. Although there are spurious components of the
polarization in low-intensity areas, there is a rare probability that the emitted
photons from an experimental quantum emitter, i.e., NV, SiV, etc. propagate
in the low-intensity path. This is because the intensity and the number of
photons are linearly proportional. Thus, the majority of the emitted photons

are concentrated in high-intensity regions inside the GaP area.
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Chapter 3
The modeling techniques of the second-order correlation

function g@(t) for a quantum emitter

3.1. Introduction

This chapter describes the detailed steps of analysis and a comprehensive
investigation of the numerical techniques required to prove the single-photon
emission from any type of QE after being coupled to any nanostructure
including a PW. The QE’s dynamics of the excitation and emission events
are considered as energy transitions considering two states (levels) of an
ideal quantum yield and three states with an ideal and non-ideal quantum
yield. The fundamental rate equations of modeling QEs depend on the
predicted scenario of transitions between the energy levels of the QE.

The findings of the proposed work could be considered as a guideline
to simulate and predict the coupling effects on the g‘?(t) behavior for a QE
before the experimental fabrication. The detailed steps of the analysis
presented in this chapter are as follows:

1. Observing the experimental photophysical parameters of the QE.

2. Studying the energy transition dynamics of the QE considering two

different scenarios of three energy levels. Furthermore, studying
the two energy levels system.

3. Modeling, plotting, and comparing the resultant g®(t) behavior

with experimentally-based results.

4. Modeling the g®(t) of the proposed structure in Chapter 2 for each

case of output polarization.
The experimental photophysical parameters of the NV centers are
considered as a basis for the modeling steps. Moreover, MATLAB 2019 and
Quantum toolbox in Python (QuTiP) softwares were used to model and

verify the aforementioned steps of analysis.
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3.2. The NV emission dynamics with unity quantum vyield

The scenario of the transitions between the three energy levels shown in
Figure (1.23) differs according to the assumption of how these three energy
levels interact. Besides, the transitions are modified by the Purcell effect
when the NV center is coupled to nanostructures. The excitation rate ki, and
the spontaneous emission rate ky; are related to the [1) and |2) levels. The
ks, and kys couple the |3) and |2) levels, which represent the nonradiative
transition rate. The population dynamics between the energy levels follow

Einstein’s rate equations as [52]

P1 =K1 Kaq 0 P1
P:z =| k2  —ky; —kyz ks P2 |, (3.1)
P3 0 K3 —Kk3,/ \P3

where p, = dp,/dt is the time rate of change of the population in levels
x =1, 2, and 3 with an initial condition of (p; =1, p, =0, and p; =0, Z py
=1). In the following scenario, the nonradiative transition from the shelving
level to the ground level (ks;) is omitted as it is three-fold less than all other
decay rates [52]. Also, a unity quantum yield is assumed for the NV center
model presented in Figure (1.23) [52].

The photon’s emission probability is proportional to p, and, hence,
the g'?(t) could be deduced by normalizing the p,(t) to p,(t = o) to obtain
[52]

T

T
gP(t)=1+ce =2+ cze T, (3.2)
where the coefficients c;3 and decay times 13 are different for

different excitation laser power and are defined by [52]:

2
Ty3 = ) (3.3)
>3 A++AZ —4B
1—-—1k
c 2732 (3.4)

a k3o (T — 13) '

C3 = -1- Cy, (35)
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A= k12 + k21 + k32 + k23, (36)

B = Kky2Ka3 + Kiok3s + Kaiksy, (3.7)

and the p,(t = o) is the |2)’s population at steady-state, which equals [52]
k,sk

p,(t=o0) = 23B 2, (3.8)

The 12,3 and T, 3 (Where ¢ 3 = E3/p§) parameters are deduced from the
least square fitting of Equation (3.2) with the experimentally measured g?(t)
shown in Figure (3.1) [52]. p¢ is the probability that the photon is emitted
because of the NV’s emission and not because of background noise (pr =
S/(S+N)), where S 1s the NV center’s emission and N is the background
emission. The corresponding values of the c,3 and 1,3 are drawn for each
excitation power as shown in Figure (3.2). Under high excitation power, the
values of ka1, ka3, and ks, were obtained as (20.1 ns)?, (31 ns)?, and (127 ns)

! respectively [52].

oscilloscope

-50 0 50 100
T (ns)

Figure 3.1: The experimental g®(z) under excitation power of (a) 0.16, (b) 1.6, and (c)
30 of the saturation power Psat [52]
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Figure 3.2: The values of (a) 72,3 and (b) c,3 obtained from the least square fitting of
the data shown in Figure (3.1) [52]

The experimental g@(t) data of the aforementioned NV’s emission was
modeled by [73] to prove the NV’s single-photon emission. The g®(0) was
less than 0.5 before and after coupling to a dielectric-loaded surface plasmon

polariton (DLSPP) waveguide as shown in Figure (3.3) [73].

15 | w—coupled NV 1
' = uncoupled

-50 0 50
Delay (ns)
Figure 3.3: The fitting of the experimental g (z) data in [73] using the model in [52]
The coupling of the NV center to a DLSPP waveguide modifies the
total decay rate, which is the sum of ky1, K3, and ks,. This modification is
interpreted by the increase of the radiative decay rate due to the Purcell
enhancement factor.
For example, the Purcell enhancement factor, which is defined as the

plasmonic decay rate (I'y,;) to the decay rate of the NV in a vacuum (T',), is



80

3 [73]. Consequently, this results in a 2-fold increase in the nonradiative
decay rate because the total decay rate after coupling the NV to a DLSPP
waveguide was 5 as demonstrated in [73]. As a result, the decay rate
parameters are modified as 3k and 2(k.s + Kksz). Moreover, the excitation
laser repetition rate (ko) is fixed at (400 ns)* as used in [73] before and after
coupling the NV to the DLSPP waveguide.

Equation (3.2) lacks the consideration of p; when it is required to plot
g¥(1) in MATLAB. Consequently, the g‘?(t) modeling equation in [111],
which includes pg, is considered instead of Equation (3.2) when the modeling
results are plotted in the next steps. The modified g®®(t) equation is [111]:

_Id Il
gP()=1- p?+ p? (1 + c,e Tz 4 cze T3>, (3.9)

where p¢ equals 88% in comparison with the experimental value obtained in
[52]. It is worth mentioning that [111] does not include the experimental
values for ka1, K3z, and ko3 because ¢, 3 and 1,3 were obtained by fitting the
experimental data of g@(t), only. Also, the scenario of the population
dynamics of the QE in [111] differs from the scenario demonstrated in this
section because [111] investigated SiV centers, while [52] investigated NV
centers. Consequently, the modified decay rate parameters cannot be
plugged in [111] to plot g?(t) because of the missing k parameters.

To compare the theoretical (modeled) values of g@(t) with the
experimental values obtained by [73], before and after coupling to a DLSPP
waveguide, both cases are plotted by MATLAB code shown in Appendix

(B). The experimental and numerical g®®(t) plots are shown in Figure (3.4).
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Figure 3.4: The g®@(z) versus time delay plots by (a) experimental fitting [73], (b)
theoretical modeling of the experimental values in [52]

Both Figure (3.4.a) and Figure (3.4.b) have the same behavior. However, the
slight changes are due to the differences in k values between [73] and [52]
because they were measured experimentally. On the other hand, the
experimental g@(0) was 0.26 [52], while the theoretical g?(0) is 0.2256 as
shown in Figure (3.4.b) due to the experimental mismatches and fabrication
tolerance.

The (Ip1/To, Tt /To) Values of the proposed structure in Chapter 2 are
(2.64, 3), (2.6, 3), (2.4, 2.9), and (2.4, 3) for 0°, 90°, 45°, -45° output
polarization, respectively, as shown in Table (2.3). The values of (I}, /T,,
ot /T,) Modify the decay rate parameters of the NV center as (2.64 ko,
0.36(k2s + k32)), (2.6 Koz, 0.4(Kzs + Ksz)), (2.4 Ka1, 0.5(kas + K32)), and (2.4 kzs,
0.6(kxs + ka2)) for 0°, 90°, 45°, -45° output polarization, respectively. The
modified k parameters are substituted in the code presented in Appendix (B)
to plot the g@(t). Consequently, the described methodology in this section
yields a g®@(t) less than 0.5 for each case of output polarization for the
proposed structure as shown in Figure (3.5). Section (3.2)’s methodology

could be summarized in the diagram shown in Figure (3.6).
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Figure 3.5: The g@(z) of the proposed structure in Chapter 2 with an output
polarization of (a) 0°, (b) 90°, (c) 45’, and (d) -45° using Section (3.2)’s methodology

Utilizing the experimental values of the decay rates

¥

Plotting g®?(t) before coupling the NV to an HPW

¥

Modifying the decay rate parameters after coupling the NV
to an HPW

¥

Plotting g?(t) after coupling the NV to an HPW to prove
the single-photon emission

Figure 3.6: The diagram for the calculation of g?(z) after coupling an NV center to an
HPW

3.3. The NV emission dynamics with less than unity quantum yield
The emission dynamics presented in Section (3.2) need to be modified
because the NV center’s quantum yield was found experimentally to be less

than unity (in bulk diamonds) down to 0.6~0.7 (in nanodiamonds) [112]. The
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transition rate between levels 3 to 2 and 1 to 3 is omitted because the NV
center is not excited at these transition levels.

The modified NV center’s emission dynamic is presented in Figure
(3.7.a) [112]. The modified NV center’s emission dynamic is similar to the

SiV center’s emission dynamics presented in [111] as shown in Figure

(3.7.b).
(a) (b)

(2) ] {w \\ | 2) .
[ \
| \ )

12 “li r"“ f‘“':,g' 1 hv k21 k12 | 3>
\ j 3
(1) —— 1)

Figure 3.7: (a) The modified NV center’s emission dynamic [112], (b) The SiV
center’s emission dynamic in [111]

Einstein’s rate equations for the emission dynamics described in

Figure (3.7) are [112]

P1 =Kk, Ko K3 P1
Pz | = kiz  —Kka; — Ky 0 P2 |, (3.10)
P3 0 k23 —k31 P3

with £ p, =1 and an intial codition of (p; =1, p, =0, and p; =0). The
0®(1) modeling equation for the dynamics shown in Figure (3.7) were
derived as [112]

g@ ()= 1-pZ + p? (1 — Be™"1 T+ (B—1)e™ V=), (3.11)
Where,
Y1 = K1z + Ky, (3.12)
k12Ko3
~ kyy + ———, 3.13
Y2 31 K1y + Kyq ( )
k,,k
B~1+ 12723 (3.14)

k3;(kip + k1)’

and the decay rate parameters are derived as [112]
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Kz1 =v1 — Kqz, (3.15)
Ky, = %2 (3.16)

_ Y1v2(B— 1)
k,s = T (3.17)

The determination of y,, y,, and 8 and, consequently, the k parameters was
done by fitting Equation (3.11) with the experimental data of the g@(t) for
each case of excitation power. The experimental g®®(t) graphs for the NV°

and NV- are shown in Figure (3.8.a) and Figure (3.8.b), respectively [112].
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Figure 3.8: The g®@(z) experimental graphs for different excitation powers from 0.2
mW to 10 mW for (a) NV°, and (b) NV~ [112]

The fitting results in the power-dependent values of y,, y,, and B for N\V?°
and NV are shown in Figure (3.9.a), Figure (3.9.b), and Figure (3.9.c),
respectively [112].
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Figure 3.9: y4, v,, and 8 for NV° (green) and NV~ (red) for different excitation
powers [112]
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Figure 3.10: Continued.
At zero excitation power, the ky; parameter was determined experimentally
to be (19.231 ns) ™ and (21.74 ns)* for NV and NV-, respectively [112]. This
is compatible with the ky; parameter obtained in [52] in the case of NV~
center. However, the other decay rate parameters differ completely from [52]
because of the different g?(t) modeling assumptions. The other decay
parameters are obtained from Figure (3.9) and Equations (3.15), (3.16), and
(3.17).

The Purcell factor modifies the decay rate parameters with the same
rates as demonstrated in Section (3.2). The MATLAB code that presents the
results of the modified g®®(t) before and after coupling to a DLSPP

waveguide is available in Appendix (C).

The same rates of change in decay rate parameters as in [73] are
considered in this section. Furthermore, the emission probability (ps) is
inversely proportional to the excitation power as it was measured
experimentally as shown in Table (3.1) [112].

Table 3.1: The experimental p, values for different excitation power [112]

Excitation power (mW) Pr
0.5 0.8644
1 0.82456
2 0.722
3 0.74
5 0.63

Hence, a 0.5 mW excitation power is considered in the MATLAB

code, shown in Appendix (C), to obtain a maximum p¢. The MATLAB code
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implements two approaches to plot the g®®(t). Firstly, the direct substitution
of the experimental fitting values of y;, y,, and B in Equation (3.11).
Secondly, by the substitution of the experimentally determined k,; parameter
in Equations (3.15-3.17) to determine the remaining k parameters and then
substitute them in Equation (3.11).

This scenario is also applied to model the g?(t) of the NV center
coupled to a nanoantenna as demonstrated in [113]. The radiative decay rate
enhancement in [113] was 5.8, hence, the k1 parameter after coupling to the
nanoantenna is multiplied by 5.8. Figure (3.10) compares the plot of g@®(1)
by the first and second approaches and the g®®(t) plot after coupling to a

nanoantenna with 5.8 radiative decay enhancement [113].

(b)
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g
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Figure 3.11: g®(z) comparison between (a) The experimental fitting of g (z) data for
NV~ under 0.5 mW excitation power, (b) The modeling of g ) by direct approach
(Blue) and using k-parameters approach (dotted red), (c) The experimental fitting of
0@ (z) before (Black) and after (Blue) of NV center to a nanoantenna [113], (d) The
modeling of the g®(z) before (Black) and after (Blue) coupling the NV center in [113]
to a nanoantenna
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The modeling of g@(t) by the first approach matched the g (t) modeling by
the second approach as shown in Figure (3.10.b). Moreover, the
experimental fitting of the g@(t) data in Figure (3.10.a) shows an exact

match to the g®(t) modeling plot in Figure (3.10.b).

Similarly, the experimentally fitted g®(t) data for NV center coupled
to a nanoantenna shown in Figure (3.10.c) [113] is compared to the
theoretical g@(t) plot shown in Figure (3.10.d) to validate the proposed
g9(t) modeling. Both Figures (3.10.c) and (3.10.d) show a comparable

behavior and this indicates the validity of this modeling approach.

The proposed structure in Chapter 2 shows g?(0) values of less than
0.5 using the corresponding k values described at the end of Section (3.3) for
each case of output polarization as shown in Figure (3.11). Section (3.3)’s
work could be summarized in a flow chart similar to Figure (3.6).
(a) (b)

100 50 0 50 100
Delay (ns) Delay (ns)

0.2 0.2
-100 -50 0 50 100 -100 -50 0 50 100

Delay (ns) Delay (ns)
Figure 3.12: The g®@(¢) of the proposed structure in Chapter 2 with an output
polarization of (a) 0°, (b) 90, (c) 45’, and (d) -45° using Section (3.3)’s methodology
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3.4. The emission modeling of a two-level QE

The NV center could also be modeled as two levels system in a low
excitation power regime [112]. This section considers the effect of the QE’s
total decay rate on its emission dynamics described in [114]. The emission
dynamics of a two-level QE could be described as shown in Figure (3.12)
[114].

_iA
A
A T ‘ O>
Wo w
——|g)

Figure 3.13: The emission dynamics of a two-level QE [114]
where g is the QE’s resonance frequency, o is the excitation laser
frequency, and A is the difference between ® and wo. If the QE is excited by
a pulsed laser source, the QE-system interaction can be described by the
simplified Hamiltonian with A =0 as [115,116]:

H, = 0.5hQ(t)(o + o¥), (3.18)

Where h is the reduced Planck’s constant, ¢ is the QE’s lowering
operator, o' is the transpose conjugate of , and Q(t) is the Rabi frequency
[115]. The time evolution of the QE’s is studied using QuTiP software and
the output emission is observed in this section for both short (exponential)
and long (Gaussian) excitation pulse before and after coupling the QE to a
DLSPP waveguide. The excitation pulse shape is defined by the Gaussian
function as [115]

—(t=tshif)”
f() = e 2 (3.19)
where t7 is the variance of the pulse, tsin is the mean value of the

Gaussian pulse, and R is the excitation strength. The length of the pulse is

controlled by varying the exponential function parameters. Moreover, the
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Hamiltonian of the system should follow the pulse shape demonstrated in
the QUTIP code shown in Appendix (D). The Hamiltonian of the system is
time-evolved by using the master equation command in QuTiP.

The modeling of g®®@(t) of the two-level QE emission is obtained from
the photon intensity time-dependent correlations G®(t,t), where 1 is the time
delay between two detection events. The G@(t,1), also known as the second-
order optical coherence function, with random pulse length for a two-level
QE is [115]

GA(t, 1) = v*(ct (ot (t+ Dot + T)a(b)), (3.20)

Where y is the decay rate of the QE. Equation (3.20) could be
interpreted as [115]
(A(H)B(t+ 1)C(D)), (3.21)

Equation (3.21) can be solved using QuTiP correlators to calculate the
QE’s GP(t,1). The G@(t,7) varies widely in correspondence to the length of
the pulse and by integrating over a long time, the G@(t,t) could be written
as [115]

G@(1,t) = y? j dt(T_[cT ()T (t + D]T,[c(t + T)a(D)]), (3.22)

where the T. operators indicate the time needed for a physical
measurement [115]. Finally, to calculate the g®(0), the GY(t) should be
normalized by the average number of photons ({fi(t))), which is supposed to

be unity, integrated over time as [115]

G@(0) = f dtG@ (1), (3.23)
G(Z)(Q)
g@(t=0)= =, (3.24)
(vJ de(a(v))

A g?(0) value less than 0.5 is a clear indication of single-photon

emission. However, the plot of g (1) over a large-scale time delay (t) by this
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approach demands a long computational time and complicated technical
resources. Thus, the value of g@(0) is enough to indicate the single-photon
emission behavior of the QE.

The time evolution of the QE was performed using QuTiP software
[115]. However, the following results take into account the coupling effects
on the QE behavior, which were not discussed in [115].

The QE is assumed to be excited by a short (exponential) pulse and a
long (Gaussian) pulse. Moreover, the total decay rate enhancement after
coupling the QE to a nanostructure was assumed to be 5 in the code shown
in Appendix (D). The total decay rate enhancement could be considered to
any other value according to the coupling environment.

The coupling of the QE to a nanostructure decreases the time by which the
pulse is emitted. The QE’s emission field under Exponential and Gaussian

excitation pulses before and after coupling is shown in Figure (3.13).

1.0

—— Exponential pulse,Before coupling
—— Gaussian pulse,Before coupling
0.8 —— Exponential pulse,After coupling
= —— Gaussian pulse,After coupling
5 0.6
=
=
2
204
B
=
0.24
0.0 w ‘ ; ‘ . ‘
0 2 4 6 8 10 12
Time, t [1/y]

Figure 3.14: The two-level emission shape for Exponential and Gaussian pulses before
and after coupling to a nanostructure

The corresponding G®(t) plots for short and long excitation before

and after coupling the QE to a nanostructure are shown in Figure (3.14).
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Figure 3.15: Visualization of the G@(v) for the QE’s emission under short and long
excitation pulse, (a), (b) before coupling [115], (c), and (d) after coupling

The corresponding integrated G®(t) before and after coupling under short

and long excitation pulses is shown in Figure (3.15).

0.07
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0.06 - — Gaussian pulse, Before coupling
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Figure 3.16: The integrated G?(¢) before and after the coupling of the QE for short
and long excitation pulses
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Under short-pulse excitation of the QE, the g®®(0) value is decreased from
0.034 before to 0.00541 after the coupling of QE to a nanostructure.
Moreover, under long-pulse excitation, the g®(0) value is decreased from
0.436 before to 0.0034 after coupling the QE to a nanostructure.
Consequently, the resultant g@(0) values showed a clear signature for the
single-photon emission of the two-level QE before and after coupling to a

nanostructure with a total decay rate enhancement of 5.

For the proposed structure in Chapter 2, the total decay rate is
approximately 5 in all cases of output polarization. By modifying the code
shown in Appendix (D) to consider a total decay rate of 5, the resultant g®(0)
values showed 0.0035 and 0.00541 for long and short pulse excitation,

respectively.



Chapter Four

Design and numerical verification of a four-state
polarization-independent GC
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Chapter 4
Design and numerical verification of a four-state polarization-

independent GC

4.1. Introduction

This chapter describes the detailed steps of design and comprehensive
numerical verification of a novel integrated GC that supports four output
polarization cases, which are 0°, 90°, 45°, and -45°. The proposed integrated
GC outcouples the polarized photons, which were emitted from a QE and
propagating in the HPWs designed in Chapter 2, with maximum possible
efficiency. The findings of the proposed work could be considered as a
guideline to design four states of 0°, 90°, 45, and -45° polarization-
independent GC at any different QE’s emission wavelength. The detailed
steps of the analysis presented in this chapter are summarized in the

following flowchart.

Reproducing the results of a Si-based TE GC

I

Describing the design steps of a GaP-based TE and TM GC

I

Investigating the design methodologies for polarization-independent GCs

!

Proposing a novel GC that supports four output polarization cases

I

Investigating the proposed GC’s CE for the 532 nm pump laser light

Figure 4.1: A summary of the polarization-independent GC design steps

COMSOL Multiphysics was used to perform and verify the aforementioned

steps of analysis.
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4.2. The GC’s principles

The GC is a periodic structure that diffracts the light propagating inside the
waveguide (in-plane) to free space (out-of-plane) or couples the light from
free space (optical fiber) to an integrated nanowaveguide. A general cross-
section of a shallow-etched 2D GC based on Silicon (Si)-On-Insulator
technology (SOI) is shown in Figure (4.2) [117].
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Figure 4.2: A general cross-section of a 2D GC [117]

Pr

The thickness of the Si and its corresponding buried oxide (BOX)
layer depend on the fabrication processes. A cladding layer might be
deposited to preserve the Si layer and allow depositing multilayers for
electric interconnects. The cladding layer could be liquid or air depending
on the possible applications, such as sensing or enhancing the light coupling.
Because of the high refractive index difference between the cladding layer
(air with n = 1) and the core layer (Si with n = 3.47 at 1550 nm), the light’s
propagating modes show high confinement in the Si layer with orders of
several hundred nm. Therefore, a large mismatch between the Si mode and
the optical fiber (which collects the diffracted light) mode occurs. For
example, the core radius of a typical optical fiber is 4.5 um and has an area

of almost 600 larger than the Si nanowaveguide because a typical Si



100

nanowaveguide has dimensions of 500 nm x 220 nm. The mode mismatch
issue has been addressed efficiently through several different approaches
including the edge couplers that utilized lensed fibers or spot-size converters.
However, the edge couplers exhibited alignment complexities and
complicated post-fabrication processes that result in expensive fabrication
costs. The GCs were considered an efficient alternative that replaced the
edge couplers with no further post-fabrication processes, much easier
alignment, adaptive designs, low cost, and on-chip testing [117]. Because of
the GC’s advantages, it is used as a basis to couple the light between the
optical fiber and the nanowaveguide or vice-versa.

The principle of the GC relies on the understanding of the Huygens-
Fresnel principle, i.e., the constructive and destructive interference of the
light’s wavefronts after being diffracted from the grating’s teeth. If the
optical wavelength coincides with the GC’s period (A), the 1%-order
diffraction propagates in a vertical direction (green curves) while the 2M-
order diffraction propagates in a backward direction (red curves) to the
waveguide as shown in Figure (4.3.a) [117].

(a)

2fﬂeff
Ao

) 3= ”effko =

Figure 4.3: The GC'’s principle with (a) GC'’s period equals optical wavelength (A =
JolNets), and two diffraction modes, (b) GC'’s period is larger than the optical
wavelength (4> A./neff), and only a single diffraction mode [117]
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Figure (4.3): Continued.

The light’s backward propagation should be mitigated since it results in a
Fabry-Perot oscillation between input and output couplers. To mitigate the
2"d-order diffraction, the optical fiber is tilted to the normal on the grating’s
surface and the GC’s period should be larger than the optical wavelength as
shown in Figure (4.3.b). As a result, the light diffracted at a tilted angle
(green curves) with no 2"9-order diffraction.

The GCs described in this Chapter are 1D periodic structures based on

Bragg’s principle as shown in Figure (4.4) [117].

(@)
Z
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) TN eff
3 — n'eﬂ'li'-(l = b\
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Grating, m=2 propagation
. constant o
LN LN
2K =2— K ===
< A < A
Grating, m=1

Figure 4.4: An illustration of Bragg'’s condition [117], (a) without considering the
diffracted wave and for m grating periods, (b) without considering the diffracted wave
into space (air region) and considering the 1%-order diffraction grating, (c)
considering the diffracted wave into space, (d) considering the diffracted wave into
both space and BOX regions
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Figure 4.4: Continued.

The propagating (guided) wave in a slab waveguide has a similar
propagation direction to the GC’s plane and it is perpendicular to the GC’s
teeth as shown in Figure (4.4.a). The propagation constant () of the guided

wave is [117]
_ 2Teg
Ao
Where K (= 2n/A) is the GC’s periodicity and the higher orders of
GC’s diffraction are mK, where m = 1, 2, 3, .... If ky is defined as the

(4.1)

diffracted wave vector’s component towards the propagating wave as shown

in Figure (4.4.b), then the Bragg condition could be defined as [117]
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B —k, = mK, (4.2)
The diffracted light into the cladding region, as shown in Figure (4.4.c), has

a wavevector of [117]

= 27N, 4.3)
=5 _
Hence, the diffraction angle (0;) is [117]
. Ky
sinf, = —, (4.4)
ko

Consequently, the Bragg condition of Equation (4.2) for air cladding
Is reduced to [117]

. ma2T
Nk, — KpSinB, = —0

2m  2mngsinde 2w

neffz— o =
Ao
A )
Where 6. is the angle of incidence to the normal line in the 2D

Negr — NSiNO, = (4.5)

transversal plane in the cladding region. Finally, if there is considerable
diffraction into the substrate, Bragg’s diagram could be modified as shown
in Figure (4.4.d) [117]. The diffraction angle into the oxide is smaller than
that in the air as shown in Figure (4.4.d).

The 1D GCs could be designed at any desired wavelength and could
also support the diffraction of different cases of polarized light. The
following sections aim to describe the design of a 1D GC that supports the

diffraction of different polarization cases for the propagating light.

4.3. The TE GC simulation framework
This section highlights the most important information of the
simulation framework that reproduces the simulation results of the TE GC

proposed in [118] and is shown in Figure (4.5).



104

GC +  Taper + nanowaveguide

i

Figure 4.5: The 3D TE GC proposed in [118]. The blue area represents the
waveguide’s material while the green area represents the substrate material and the red
arrows are the light’s propagation direction

Figure (4.5) shows three integrated components that are required to couple
the light from the free space (optical fiber) to the nanowaveguide. The first
component is the GC, which is described in Section (4.2). The diameter of
the optical fiber used to inject (or detect) the light to (or from) the
nanowaveguide is typically much larger than the nanowaveguide’s
dimensions. Therefore, the GC’s depth (in the x-direction) should
approximately match the optical fiber’s diameter for efficient coupling of the
light. A taper coupler connects the GC to the nanowaveguide by gradually
narrowing the waveguide's channel. The CE between the GC and the
nanowaveguide is increased as the taper section length increases.

The mathematical design of the GC is complex and depends on a wide
range of parameters. Hence, computational electrodynamic softwares based
on numerical methods, such as COMOSL Multiphysics, are utilized for
accurate GC designs. COMSOL Multiphysics is based on the finite-element
method (FEM), which splits the simulation domain into small finite elements
of 3D volumes or 2D areas that constitute a mesh. Each mesh element has a
single boundary, at minimum, in common with the neighboring mesh
element. The wave optics, electromagnetic waves frequency domain (ewfd)
physics in COMSOL solves Maxwell’s partial differential equations (PDEs)
at each mesh element subjected to the boundary and initial conditions to
obtain the electric and magnetic fields. The solution is more accurate with a
smaller mesh element size. However, the finer mesh elements require longer

computational time, larger memory, and increased processing power.
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Moreover, the drawbacks of using finer mesh elements are significantly
increased if a 3D simulation framework is used [118].

Alternatively, the 2D simulation framework simplifies the design
process requirements. The 2D simulation framework considers an infinite
depth (1 m) for the GC shown in Figure (4.5). Consequently, the 2D model
Is simplified and has comparable accuracy to that of the 3D model [118].

4.3.1. The 2D COMSOL simulation framework in [118]

This subsection highlights the most important notes about the 2D
COMSOL simulation framework presented in [118] and reproduces the
same results to compare with the modifications in the proposed work. In
[118], the goal was to couple a TE-polarized incident light with a wavelength
of 1550 nm from an optical fiber to a GC of 500 nm (width in the x-direction)
by 220 nm (height in the y-direction). The taper section was assumed to be
ideal and had been neglected in the simulation framework, which is true for
long taper sections. Thus, the 2D simulation framework included the GC
section, only. The 2D simulation framework proposed by [118] is shown in
Figure (4.6).

(a)
U Air . silica

- Silicon

Figure 4.6: The 2D simulation framework proposed by [118]
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(b)

- ;ﬂ._f_f fiber

Figure 4.6: Continued.
Si, Silica (SiO,), and air have refractive indices of 3.48, 1.45, and 1,
respectively. The gray areas were not considered simulation areas and they
were used as ports to monitor the propagating intensities of the light. The
SiO; cladding had a 1 um thickness deposited above the 7 um Si layer that
was sufficient to neglect the light’s reflection in the substrate area. The air
domain included a thin rectangle that was used to model the optical fiber.
The waveguide’s length (in the z-axis) was assumed to be 60 pum, which is
long enough to include 40 gratings. The number of gratings was found
through the trial and error process until a stable CE, which is the ratio of the
output to input intensities, was achieved. The air region’s height (towards
the y-axis) of 18 pm allowed a maximum tilt angle of 21° for the optical fiber.
A 16.3" tilt angle was considered in [118]. Perfectly matched layer (PML)
domains of 1 um thickness were included in the Si and air regions to absorb
all the light’s radiation and prevent continuous light scattering in the

simulation domain as shown in Figure (4.7) [118].
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Figure 4.7: The PML layer used in [118] is highlighted in violet
One port at each waveguide’s ends was used to absorb and measure the
incident intensity. A third port at the bottom of the thin rectangle in the air
domain was used to apply the TE-polarized light to the GC. The other three
boundaries of the thin rectangle in the air region and the boundaries that
surrounded the PML layers were set to scattering boundary conditions for
further scattering suppression. The optical fiber’s port normal was always
perpendicular to the center of the GC. Moreover, the optical fiber’s height to
the waveguide was roughly fixed at 3 um because it didn’t affect the CE
when was varied as shown in Figure (4.8).
(a)

Figure 4.8: (a) The three ports used in [118] highlighted with red and the scattering
boundary conditions highlighted with blue, (b) The ports settings in COMSOL
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(b)
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Figure 4.8: Continued.
A boundary mode analysis corresponding to the refractive index of the port’s
medium was performed to make COMSOL calculates the propagation

modes at the waveguide and air as shown in Figure (4.9).

Label Left port Right port Fiber port
Port name 1 2 3

Mode analysis frequency  fq fq fq

Desired number of modes 1 1 O

Search for modes around n_Si n_Si n_air

Figure 4.9: A boundary mode analysis at each port [118]

The optical fiber used in [118] was Corning SMF-28 and its modeling
data were based on its manual [119]. The SMF-28 has a mode field diameter
of 10.4 um, a core diameter of 8.2 um, and a 0.14 numerical aperture (NA).
By substituting these parameters in Equation (4.6), the single-mode
operation of the optical fiber at 1550 nm was confirmed since V is less than

2.405 [120].

2Tl eore NA
V= % = 2.31 < 2.405, (4.6)
(0]

where 1, IS the core radius. The light’s field distribution inside the
optical fiber follows a Gaussian distribution, which has a maximum value at
the boundary’s midpoint (at the bottom line of the thin rectangle in the air
region). Therefore, the optical fiber’s port length of 40 um was considered

to include the majority of the field’s distribution at the optical fiber’s



109

boundary as defined in Figure (4.8.b). The MFD defines the depth of the
light beam into the z-direction shown in Figure (4.8.a). The TE-polarization
was specified by setting the x- and y-components of the electric field to zero
and entering the Gaussian equation of the light in the z-direction as shown

in Figure (4.8.b). The Gaussian equation of the TE-polarized light is defined

as
—((x=%0)*+(y—yo)*
E,=e wg ) (4.7.a)
X, = 0.5 ft sin(6;,), (4.7.b)
Vo = —0.5 ft cos(6;,), (4.7.¢)

where ft is the fiber’s thickness, 0;,, is the tilt angle, w, is the Gaussian
beam radius, X, is the Gaussian mean in the Xx-direction, and vy, is the
Gaussian mean in the y-direction. For a TM-polarized light, Equation (4.7.a)
is applied to the z-component of the magnetic field intensity, and all other
components are set to zero.

A free triangle mesh with maximum element size, minimum element
size, maximum element growth rate, curvature factor, and the resolution of
narrow regions was set to 130 nm, 8E-10, 1.1, 0.2, and 0.4, respectively.
Figure (4.10) shows the resultant mesh structure of the simulation domain.

(a)

2 ' -2. 2 -1.5

Figure 4.10: The mesh structure for (a) the entire simulation domain and (b) a
zoomed area near the optical fiber source [118]

By following the above settings and further simulation instructions in

[118] for a fixed uniform grating period (A) of 690 nm, the reproduced CE
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Is 44.772% as shown in Figure (4.11) compared to a CE of 44.789%
simulated in [118].

Surface: Electric field norm (V/m)
x10* | | | x10*
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Figure 4.11: The reproduced CE following the modeling steps of [118]

4.3.2. Changing the Si waveguide with a GaP waveguide

The design details of the GC based on a 220 nm Si waveguide (i.e.
period, etch depth, incident angle, and polarization) in Section (4.3.1) was
not explained in [118]. In this subsection, the design details of the GC based
on a GaP waveguide following the design guidelines in [117] are presented.
The aim is to investigate the performance of the GC based on a 150 nm GaP
waveguide to couple a TE and a TM polarized light, individually. The GC’s
period should follow Equation (4.5) where ne is calculated by [117]

Negr = ffngge + (1 — ) ngger, (4.8)

Where ff is the GC’s tooth width of an unetched waveguide (fill
factor), nqee IS the effective index of 12 um unetched slab waveguide, and
the n.¢, IS the effective index of a 12 um etched waveguide as shown in
Figure (4.2). The length of the slab waveguide (12 pm) could be any other
much larger length than the operation wavelength. Figure (2.6) has an
unetched 150 nm GaP waveguide. The etched waveguide height is taken
50% from the unetched GaP waveguide i.e. 75 nm. A 10° tilt angle for the
optical fiber is assumed in the air region with an ff of 50%. The GaP

waveguide is covered with an HSQ layer of 20 nm thickness. Consequently,
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the n. in Equation (4.5) has a value of 1.41. For a TE-polarized light, the
effective indices for the unetched and etched slab waveguides at the GaP
region are shown in Figure (4.12).
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Figure 4.12: The z-component of the electric and magnetic field for (a) and (b)
unetched GaP waveguide, (c) and (d) etched GaP waveguide, respectively, and their
corresponding effective index
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Figure 4.12: Continued.

Therefore, by applying Equation (4.8), ness equals 2.6448. 6. in Equation
(4.5) could be obtained by applying Snell’s law

NpsqSiNOpsq = NyirSiNOy;r, (4.9)

where 0,;, equals 10° (the tilt angle of the optical fiber in the air) and
Onsq is the angle of the light at the HSQ layer (on top of the GaP waveguide)
to the normal line on the GaP waveguide (Which equals 7.0742°). Therefore,
A equals 283.27 nm by applying Equation (4.5). The number of gratings has
been kept at 40 as in Section (4.3.1). The number of gratings could be any



113

number such that the entire length of the GC covers the MFD of the incident
light beam for maximum collection efficiency.

The optical fiber source should be replaced because the SMF-28
supports two operation wavelengths, which are 1310 nm and 1550 nm as
indicated in [119], and the GC should support the QE’s wavelength, which
Is 700 nm. The optical fiber source should also support different polarization.
Hence, the Thorlabs PM630-HP polarization-maintaining fiber (PMF) is
selected to inject or detect light. The PM630-HP has an MFD of 4.5 um and
operation wavelengths from 620 nm to 850 nm, which should be considered
in the 2D simulation framework parameters in the following simulations
instead of the SMF-28. It also has a 3.5 um core diameter and a 0.12 NA that
achieves a V = 1.885 < 2.405, which assures the single-mode operation as
indicated in Equation (4.6).

The spatial x-axis position (the center of the first grating tooth) of the
GC under the optical fiber is swept from 0 um to 10 um with a 100 nm step

size to align the optical fiber for maximum CE as shown in Figure (4.13).
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Figure 4.13: The CE against the x-shift in the GC position
Figure (4.13) shows maximum CE values at x= 400, 800, and 1000
nm of 34.2%, 33.6%, and 33.5%, respectively. The x-axis position is fixed

at 400 nm and the etch depth is swept from 25 nm to 95 nm with a 5 nm step

size for maximum CE as shown in Figure (4.14).
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Figure 4.14: The CE against the etching depth
Figure (4.14) shows a maximum CE of 37.63% for an etching depth of 70
nm. By setting the etch depth and the x-position to their optimal values, the
GC period is swept from 275 nm to 300 nm with a 5 nm step size to search

for maximum CE as shown in Figure (4.15).
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Figure 4.15: The CE against 4
Figure (4.15) shows a maximum CE of 39.64% for a A equals 290
nm. The theoretical and numerical difference of A results from the numerical
approach tolerance. By setting all the optimal parameters of A, etch depth,
and the GC’s x spatial position, the CE for a TE-polarized light against the
operation wavelength is shown in Figure (4.16) with a maximum CE of

39.64% at 700 nm.
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Figure 4.16: The CE against the operation wavelength for a TE polarization incidence

The normal electric field distribution for the TE light from the optical fiber

source to the output of the GaP waveguide at 700 nm is shown in Figure

(4.17).
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Figure 4.17: The scattering of |Enorm| at 700 nm TE-polarized light from the optical
fiber source to the output of port 2. The GC is composed of a 150 nm GaP waveguide

and 20 nm HSQ layer. (a) The entire 2D simulation framework, (b) Zoomed 2D
simulation framework to show the propagation in the GaP waveguide
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It is worth mentioning that the thickness of the PML layer does not
considerably affect the CE for the Si waveguide described in Section (4.3.1)
and the GaP waveguide in Section (4.3.2) as shown in Figure (4.18).
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Figure 4.18: The CE against the PML thickness for (a) the Si waveguide in Section
(4.3.1) and (b) the GaP waveguide

To design a GC that supports the coupling of a TM polarized light, the
A should be changed because nes for the TM mode differs from that of the
TE mode. The effective indices for the unetched (150 nm) and etched (150
— 70 = 80 nm) GaP waveguide for a TM mode are shown in Figure (4.19).
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Figure 4.19: The z-component of the electric and magnetic field for (a) and (b)
unetched GaP waveguide, (c) and (d) etched (80 nm) GaP waveguide, respectively,
and their corresponding effective index
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Figure 4.19: Continued.
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For an ff of 50%, the A is obtained from Equations (4.5) and (4.8), which
equals 376.45 nm. The port setting of the optical fiber source should solve
for (In-plane) vectors and only the H, component is activated by the
Gaussian beam excitation shown in Equation (4.7). It is worth mentioning
that the port excitation polarization differs from the waveguide propagation
polarization explained in Chapter 1 — Section (1.8) and Figures (4.12) and
(4.19). The difference appears in the propagation direction of the light where
the light is propagating in the x-directions as shown in Figure (4.17) in the
GaP waveguide. The electric and magnetic field components of the GaP
waveguide in the case of TE polarization excitation are shown in Figure
(4.20), which is a clear verification that the propagating light is a TE mode
coupled from an optical fiber source excited by a TE light.
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Figure 4.20: The (a) electric field and (b) magnetic field components in the
propagation direction (x-axis) in the GaP waveguide when a TE polarized light is
applied on the GC
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The designed A is swept from 365 nm to 410 nm with a 5 nm step size to
achieve maximum CE as shown in Figure (4.21). The etch depth and the x-
position shift are kept fixed as for the TE polarization case.
0.4
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Figure 4.21: The CE against the 4 for a TM polarized light
Figure (4.21) shows a A of 390 nm achieves a maximum CE of 33%.
The deviation between the designed and simulated A results from the
numerical approach tolerance. The x-component of the electric and magnetic
field distribution inside the GaP waveguide is shown in Figure (4.22) to
verify that the propagating light is a TM polarized light.
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Figure 4.22: The (a) electric field and (b) magnetic field components in the

propagation direction (x-axis) in the GaP waveguide when a TM polarized light is
applied on the GC
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Figure 4.22: Continued.

The wavelength sweep from 600 nm to 800 nm at A = 390 nm shows a

maximum CE of 33% at 700 nm as shown in Figure (4.23).
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Figure 4.23: The CE against the operation wavelength for a TM polarization incidence

The GC based on a 150 nm GaP waveguide should support the
coupling of a TE, TM, 45°, and -45’ linearly polarized light, simultaneously,
corresponding to each proposed GaP waveguide in Chapter 2. The unified
GC’s design for the four individual GaP waveguides simplifies the
fabrication processes. The fabrication of a single GC that supports the light’s
coupling of four polarization cases, simultaneously, is logically more
practical than designing four GCs that couple each case of the light’s
polarization. Hence, Section (4.4) describes two attempts to design a
polarization-independent GC.
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4.4. The polarization-independent GCs
The aim is to utilize the 2D simulation framework described in Section
(4.3.2) to design a polarization-independent GC using the 150 nm GaP
waveguide described in Chapter 2 (Figure 2.6). This section describes the
implementation of the two most popular methodologies, which were used
previously on different waveguide structures, to design a polarization-
independent GC based on a 150 nm GaP waveguide. The first method is
based on tuning the 6. and A to find a unified CE for both TE and TM
polarized light. The second method is based on the intersection and union of
the two TE and TM As. Both methodologies failed to achieve a significant
value for the CE for the GC based on a GaP waveguide described in Section
(4.3.2) due to several design environment differences that are mentioned in
the following subsections.
4.4.1. Tuning 0. and A method

The fact that each polarization case has different nes results in
different A for each polarization case. It was found that nes = 2.6448 resulted
in A = 283.27 nm for TE polarization and ner = 2.03315 resulted in A =
376.45 nm according to Bragg’s laws mentioned in Equation (4.5). However,
to achieve a unified GC that supports both TE and TM polarization, the

Bragg’s condition equation could be modified as [99]

_ A

Nefr—Tg — N SIN(EO._15) = A’I(‘)E ’ (4.10.a)
A

Negf_rm — N¢ SIN(E0._7m) = ATOM’ (4.10.b)

Since Ate should equal Arm and (Negr—tg > Negrrm and ng) are
constants, only 6._tg and 6._ty are the remaining variables that could be
changed to equalize the A for both polarization cases. By utilizing the same
2D simulation framework performed in Section (4.3.2), a similar behavior to
[99] for the variation of |0in¢| against A shown in Figure (4.24.a) is obtained
in Figure (4.24.b) for a wavelength of 1550 nm and 700 nm, respectively.
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Figure 4.24: The |8inc| against the A for the GC in (a) [99], (b) Section (4.3.2)

Figure (4.24.b) shows that the optimum A is 300 nm with a 0. Of
17.75 supports the coupling of both TE and TM cases of the light. However,
the described approach is valid for a 3D GC with four output branches to
split the incident light into different propagation directions based on the
light’s polarization. Therefore, the Binc’s sign was not taken into account in
[99] because the light could be propagating in a forward or backward
direction as shown in Figure (4.25) [99].
(a) (b)

s -
1550 nm Tg_/‘!’,: =St

Figure 4.25: The 3D GC proposed in [99], (@) The schematic, (b) The Bragg'’s
conditions

Nevertheless, there is a single propagation direction in 1D GC and,
hence, the 0i,c should not be taken as an absolute value. Consequently, the

variation of O, against the A without taking the absolute value of Oinc IS

shown in Figure (4.26.a).
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Figure 4.26: (a) The 8;,,c against A, (b) The CE against the A for a 8., of 17.75 on
the 150 nm GC described in Section (4.3.2)

Figure (4.26.a) shows no intersection points under any values of 6;,. and A.
Therefore, the CE at the right port of Figure (4.17.a) is 37% for a TE
polarized light and 2% for a TM polarized light at the left port. The wide
difference of CE for TE and TM polarized light using the described
methodology is because of A. The design rules for the 3D GC described in
[99] have differences compared to the design rules of 1D GC. Therefore,
different A and 6;,. should be obtained based on their corresponding design
rules in [99] to achieve high CE at both ends of the GC described in Figure
(4.17.).

Up to this level, the investigation of this methodology is enough
because the aim of Chapter 4 is not to split the polarization of incident light.
However, the efficient coupling of the light between the optical fiber source
and the GaP waveguide is more important. The described methodology in
this section could be followed as future work to design a polarization splitter

GC needed at the detector side in integrated QKD systems.

4.4.2. The A intersection and union method [95]

Another design methodology used in 220 nm Si waveguides is the
intersection or union of the GCs designed for TE and TM polarization
coupling as demonstrated by [95] shown in Appendix (A).
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The resultant GC structure has a nonuniform (apodized) distribution that
results in equal effective indices for both TE and TM polarization and,
consequently, satisfies Bragg’s condition to support the coupling of both
polarization cases. The optimal Arg and Arm should be determined as
starting As as explained in [95]. Hence, the 290 nm and 390 nm are taken as
starting As for TE and TM GC, respectively, with the same 2D simulation
framework environment and parameters (x-position and the edge depth)
explained in Section (4.3.2). A contour plot that shows a common CE for
both TE and TM polarization cases could be plotted by sweeping their
corresponding As by 20 nm above and below their optimum values as in
[95]. Figure (4.27) shows the contour plots for the methodology performed
in [95] and that results from implementing the same methodology to the
proposed 150 nm GaP waveguide in Chapter 2. The contour plots for the GC
based on a 150 nm GaP waveguide are plotted by a MATLAB code shown
in Appendix (E).
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Figure 4.27: Contour plots showing the CE for (a) Intersection, and (b) Union
methods based on a 220 nm Si waveguide performed by [95], (c) Intersection, and
(d) Union methods based on a 150 nm GaP waveguide, where the solid line is the

TE’s CE and the dashed line is the TM’s CE
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Figure 4.27: Continued.
The intersection and union methodology exhibited a maximum CE of 20.4%
and 28.8%, respectively, at 1550 nm for both TE and TM polarized light as
shown in Figures (4.27.a) and (4.27.b) [95]. However, the intersection
method showed a maximum CE of only 5% while the union method failed
to achieve a common CE for both TE and TM polarized light for a 150 nm
GaP waveguide at 700 nm as shown in Figure (4.27.c) and (4.27.d),
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respectively. The intersection and union method requires a thicker
waveguide channel to achieve a better apodization pattern that could confine
and guide the light efficiently. Therefore, the intersection and union methods
failed to design an efficient GC based on a 150 nm GaP waveguide for the
TE and TM polarized light. However, the intersection and union
methodology could be pursued as future work to design efficient GCs based

on a thicker waveguide channel.

4.5. The proposed GC design

In this section, a novel, and simple approach is proposed to design a
compact four-state polarization-independent GC based on a double-layer
approach utilizing a 150 nm GaP waveguide. The 1% layer is designed to
couple a TE polarized light while the 2" layer is designed to couple a TM
polarized light. The deposition of the 2" GaP layer above the 1% GaP layer
emits the light efficiently regardless of its polarization state. Furthermore,
the described approach yields uniform grating periods instead of thin or
apodized grating structures. Consequently, the fabrication process is easier

with multiple depositions and etching processes.

Before describing the proposed methodology, COMSOL’s 2D
simulation framework is modified to mimic the experimental environment
for the 150 nm GaP waveguide described in Chapter 2. Section (4.5.1)
describes the modifications to COMSOL’s 2D simulation framework, which

are taken as a basis to simulate the proposed GC design.

4.5.1. The modifications to COMSOL’s 2D simulation framework

This section simplifies COMSOL’s 2D simulation framework
described in Section (4.3.1) and [118] and considers more experimental
environment issues. Firstly, the used PML layer is substituted by a 2"-order
scattering boundary condition to decrease the mesh elements of the

simulation domain and, consequently, reduces the simulation time with the
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same performance. Section (4.3.1)’s simulation domain had 827986 mesh
elements while the same simulation domain but with a 2"%-order boundary
condition exhibits 799970 mesh elements with a CE of 44% as shown in
Figure (4.28).

Enorm (V/m)

Transmittance, port 2 (1)
0.44208

-2 0 x10*nm
Figure 4.28: The scattering of the normal electric field in Section (4.3.1)’s simulation
framework with a 2nd-order scattering boundary condition instead of the PML layer

Figure (4.17.a) and Figure (4.28) show a bouncing scattering of the
light between the waveguide structure and the optical fiber source. Also,
there is a considerable amount of light that penetrates the waveguide’s
structure. The light penetration is considered a loss because it is not confined
properly within GC’s structure. The bouncing scattering might lead to
constructive or destructive interference of the light and result in a misleading
value of the CE. The misleading CE was highlighted in [118], where the
simulated and experimental CE values were 44% and 19%, respectively. It
is possible to reduce the wide difference between the simulated and
experimental CE by setting a Physics-controlled mesh (automated mesh by
COMSOL) with Extremely-fine size. The automated mesh reduced the CE
to 26%, which is closer to the experimental CE than 44%. Furthermore, the
automated mesh reduces the mesh’s elements number to 723385 with a more
accurate result of the CE. Therefore, the automated mesh with Extremely-

fine resolution is considered for the following simulations.
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To mitigate these unwanted light scatterings, the fiber length is reduced to
3.5 um, which is the core diameter of the HP-PM®630 fiber, because no light
propagates outside the core region. The shortening of the fiber source’s
length might lead to an inefficient collection of the scattered photons from
the GC if it was kept at the same distance from the GC. Consequently, the
fiber source height is reduced to 1 pum, while the fiber source height above
the GC was 3 um in Section (4.3.1)’s simulation framework. The 1 pm
length of the tilted optical fiber assures that its bottom end does not hit the
GC structure as indicated in Section (4.5.2), Figure (4.29).

Another important consideration is that the optical fiber function is to
detect and collect (not inject) the scattered single photons emitted from a QE
inside the 150 nm GaP photonic waveguide proposed in Chapter 2. Hence,
the settings of ports are changed such that the optical fiber source is a
numeric port that detects the scattered photons, while port 2 (the right port)

Is set as a user-defined power source.

4.5.2. The proposed GC design methodology
The proposed GC is based on a double-layer approach as shown in
Figure (4.29).

Optical
Fiber |

Core

Propagated
Polarized

L. HSQ GaP Si substrate
Figure 4.29: The proposed double-layer GC
The goal is to maximize the collection efficiency of the diffracted
polarized light by a PMF. The PMF is tilted by an angle (0o, = 10°) in the air

region to avoid higher diffraction orders from the GC. Besides, an HSQ layer
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with an optimum thickness of 20 nm is deposited above the 1% GC layer to
act as a separator between the two GCs layers. The optimum thickness of the

HSQ layer is explained in Figure (2.7).

The principle of the proposed GC is based on applying Equation (4.8)
to multi sections of the GaP waveguide to achieve a unified nes for all four
cases of light polarization. The implementation of Equation (4.8) on a single
layer GaP waveguide is shown in Figure (4.30). n¢er—fuil channen) IS the
effective index of the 150 nm GaP region, ffy,;g}, is the fill factor of the 150
nm GaP region, and netched channel) 1S the effective index of the optimized
80 nm GaP channel. In this case, the GaP photonic waveguide is separated
into two different regions to calculate the total effective index by using
Equation (4.8), which supports the coupling of a TE polarized light. The
effective indices for each structure are calculated by the slab waveguide
approximation [117] using the 2D mode analysis tool in COMSOL as shown
in Figure (4.30).

J Air []1GaP (CJHSQ

12 pm 12 nm

o 20 nm

-
70 nm »
x | 150 nm
1

n (eff-etchedchannel) n (eff-fullchannel)

Figure 4.30: The separation of the GC into two slab waveguides to estimate the
effective index for the full channel and etched channel waveguides

|
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The effective index for the TM polarization is smaller than the
effective index in the TE polarization resulting in a larger grating period to
efficiently couple the TM polarized light to the PMF. However, it is possible
to equalize the effective indices for both TE and TM polarization cases by
depositing a second layer composed of 150 nm GaP gratings above the 20
nm HSQ separator. The 2" layer deposition results in a modification in the

effective index, as shown in Equation (4.8), that makes the GC compatible
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to transmit the TE or the TM light with the same CE. The new GC structure
should be divided into four regions as shown in Figure (4.31) to calculate the

overall effective index.
JAir @ GaP O HSQ

150 nm

: 17] | | | | ‘fi] nm

70 nm IS(I'mn

1 2 3 4

Figure 4.31: The new separation of the GC into four slab waveguides

Consequently, Equation (4.8) is modified as:

n
Nef) = z ) ffiner—iy » (4.11.a)
1=
n
foi =1, (4.11.b)
i=1

where n g, is the total effective index of the new GC, ff, , 5 , are the
fill factors of the regions from 1 to 4, respectively, and negr_; 5 3 4) are the
effective indices for each region shown in Figure (4.31), respectively.
Moreover, the resultant new structure is not periodic and Equations (4.11.a)
and (4.11.b) should include all the resultant random fill factors over all the
GC’s corrugations.

With the proposed modification, it is possible to tune the grating
periods and the fill factors for the double layers to achieve the optimum
values for maximum CE for four polarization cases. This approach simplifies
the fabrication process since it yields a uniform GC for both layers. Non-
uniform or apodized GCs approaches might face difficulties in fabrication
processes or optimizations since their geometries are based on thin
waveguide grooves or summits that could not be fabricated with current
technologies [118]. The diagram presented in Figure (4.32) describes the
proposed design strategy.
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Figure 4.32: The proposed double-layer GC'’s design strategy

Before the deposition of the 2"Y GC layer, which is composed of 150 nm GaP
gratings, the 15 GC layer should be designed to support the coupling of a TE
polarized light. The 1% GC layer’s period (A;) could be calculated from
Equation (4.5) and was equal to 283.27 nm in Section (4.3.2). The initial A,
Is selected as 280 nm because the short and sub-nm lengths could occur due
to fabrication error. The etching depth of the 1 layer is taken as 75 nm as an

initial value.

The optical fiber port is a numeric port that detects the scattered
photons from the GC. A numeric source is used at the right port to excite the
light at different polarizations. The TE light is excited by setting E; to 1 V/m
while the TM light is excited by setting the H, to 1 VV/m. A linearly polarized
light with 45° could be excited by setting both E; and E, to 1 VV/m while a
-45’ linearly polarized light is excited by setting E; and Ey to -1 V/m and 1
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V/m, respectively. The aforementioned port settings simulate the field

directions for each polarization case as explained in Chapter 2.

The following design step does not consider the existence of the 2™
150 nm GaP layer. The 1% layer is designed to couple a TE polarized light
with a grating period of 280 nm. The alignment of the GC to the fiber in the
simulation domain is necessary to find the optimum spatial x-position

coordinate (the dotted line in Figure (4.29)) to achieve a maximum CE.

The spatial x-axis position (the center of the first grating tooth) of the
GC under the optical fiber is swept from 0.5 um to 2 um with a 10 nm step
size to align the optical fiber for maximum CE of the TE polarized light,
only, as shown in Figure (4.33). The TM and 45°/-45" light polarization cases
are considered later in Figure (4.37) because Figure (4.33) used a lot of

memory for simulation.
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Figure 4.33: The CE against the x-shift in the GC position (1% layer only)

Figure (4.33) shows a maximum CE of 53% at x = 980 nm, which is
fixed in the following simulation steps. The new fiber source parameters

show higher CE than in Section (4.3.2) indicating the accuracy of the new
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proposed simulation environment. The x-axis position is fixed at 980 nm and
the etching depth is swept from 30 nm to 90 nm with a 5 nm step size for
maximum CE as shown in Figure (4.34).
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Figure 4.34: The CE against the etch depth of the 1% layer only
Figure (4.34) shows a maximum CE of 56.52% for an etch depth of
70 nm. By setting the etch depth and the x-position to their optimal values,
the GC period is swept from 275 nm to 300 nm with a 5 nm step size to

search for maximum CE as shown in Figure (4.35).
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Figure 4.35: The CE against A
Figure (4.35) shows a maximum CE of 64% for a A1 equals 285 nm.

By setting all the optimal parameters of A1, etch depth, and the GC’s x spatial
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position of the 1% layer only, the CE for a TE-polarized light against the
operation wavelength is shown in Figure (4.36) with a maximum CE of 64%
at 700 nm.
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Figure 4.36: The CE against the operation wavelength for a TE polarization excitation
from the right port

To observe the CE behavior for all the light polarization cases, Figure
(4.37) shows the CE of the GC against the x-axis spatial coordinate between
920 nm and 1060 nm for the TE, TM, and a 457/-45" light polarization.
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Figure 4.37: The CE of a GC against the x-coordinate to a fixed position of a PMF in
the simulation domain
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For an ff of 50%, the A, is obtained from Figure (4.19), Equations (4.5), and
(4.8), which equals 376.45 nm. The 2" layer is deposited above the 20 nm
HSQ layer that covers the 1% layer as shown in Figure (4.29).

The number of gratings to the left side from the optimum x-position
1s selected such that the GC with a minimum A covers the entire core of the
PMF. Consequently, 11 gratings of 285 nm for the 1% layer and a similar
number of gratings for the 2" layer. Figure (4.38) shows the CE spectra for
each case of excitation polarization using the single-layer approach and the

double-layer approach.

(a) (b)
0.7 —TE 0.4 —TE
0.6
05 ™ 0.3
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0 0
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Wavelength (nm) Wavelength (nm)

Figure 4.38: The CE spectra of the proposed GC with (a) a single-layer approach,
(b) a double-layer approach

The single-layer approach of the GC achieved a CE of 64% for a TE
polarized light, a CE of 35% for a linearly polarized light at 45°/-45°, and a
CE of 1% for a linearly polarized light at 90° as shown in Figure (4.38.a).

A higher CE for TM polarized light could be achieved by depositing
a second layer of 150 nm GaP with a grating period of 375 nm above the
first layer with the same thickness as shown in Figure (4.29). However, the
CEs for TE and 457-45 linearly polarized light deteriorate. CEs of 35%,
16%, and 19% for the TE, TM, and 457-45" linearly polarized light,

respectively, are achieved as shown in Figure (4.38.b).

By tuning the filling factors, the 1% layer grating period, and the 2
layer grating period, better performance for the proposed GC could be
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achieved. The fill factor for each layer is tuned from 0.1 to 0.9 with a 0.1
step size, while the grating periods of the first layer and the second layer are
tuned from 260 nm to 310 nm and from 350 nm to 400 nm, respectively. The
corresponding CEs for each polarization case are recorded in separate
EXCEL sheets for each case. For example, for an ff of 0.5 for the 1% layer,
an ff of 0.6 for the 2" layer, and the grating period for the first and second
layer are tuned to 285 nm and 380 nm, respectively, the CEs are 39.2%, 31%
and 23.3% for a TE, TM and 45°/-45’ linearly polarized light, respectively,
as shown in Figure (4.39).
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Figure 4.39: The CE spectra of the four polarization cases for the optimum double-
layer GC

The polarization-dependent loss (PDL) identifies the polarization-
independence of the GC and is defined as [96,97]:

CE
PDL = 10log |[—— (4.12.2)
CE
PDL = 10log |[——2— (4.12.b)
CE45°/—45°
CE
PDL = 10log |———— (4.12.¢)
CE45°/—45°



137

Accordingly, the optimum double-layer GC shows a PDL of 1 dB, 1.25 dB,
and 2.26 dB for TE-TM, TM-45°/-45°, and TE-45°/-45’, respectively, at 700

nm as shown in Figure (4.40).

25 —TE-TM
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Figure 4.40: The PDL performance of the optimum double-layer GC for different
polarization cases

The observation of the intensity in the simulation domain is necessary
to show how the fields are scattered. Figure (4.41) shows the intensity
distribution of the light for each case of polarization of the excitation source
(Right port).

(a)

|Ez|~2

x10°

-2000 0 2000 nm

Figure 4.41: The intensity distribution in the simulation domain for (a) a TE
excitation, (b) a TM excitation, (c), and (d) a 45 linear excitation.
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Figure 4.41: Continued.
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Figure (4.41.a) shows the scattering of the |E,| in the case of 0° polarization
excitation from the right port. The out-of-plane component of the field,
which is E;, generates both Hy and Hy components inside the GaP region.
However, the Hy, component is the major field in the selected mode of
propagation and, consequently, this is a clear indication that 39% of the
propagating photons polarized at 0° inside the GaP region are coupled to the
PMF. Similarly, Figure (4.41.b) shows the scattering of the |H.J? in the case
of 90° excitation. For a 45° linearly polarized light, the excitation of the right

port is performed with both E, and E, components of the light.

Accordingly, Figure (4.41.c) and Figure (4.41.d) show the scattering
of the z-component and y-component of the intensity, respectively.
Moreover, for a -45° linearly polarized light, the excitation of the right port
is similar to that in the 45’ polarization case except that the z-component of
the excitation source becomes negative. As a result, the scattering of the field
in the simulation domain is similar to that shown in Figures (4.41.c) and
(4.41.d) except for the negativity of the E, component to Figure (4.41.c).
Consequently, the intensity distribution for the -45° polarization case was not
included in Figure (4.41) to concise. Moreover, there is a negligible
scattering of the intensity field in the space of the simulation domain (air
region) for all the polarization cases. Table (4.1) compares the performance
of the proposed double-layer GC approach with other polarization-

independent GCs approaches.



140

Table 4.1: A summary of the simulation performance of the polarization-independent

GCs approaches
Publication Wavelength (nm) Wavegwde(r::r?]a)lnnel width CE (%)
[92] 1550 340 64
[93] 1550 750 52.5
[94] 1550 370 60
[95] 1550 220 20
[96] 1550 400 60
[97] 1550 460 60
[98] 1550 220 325
[99] 1550 220 35.5
Our work 700 150 39.2°/317/23.3™

“ For a TE polarization
“ For a TM polarization
“For a 45°/-45’ linear polarization

4.5.3. The excitation requirements

The calculation of the CE for the optimized GC structure using a 532 nm
excitation source is necessary to determine its minimum power requirement.
The optical fiber source port injects a 532 nm laser light with a Gaussian
distribution into the GC’s structure and the right port of the 2D simulation
framework is used to monitor the CE. The excitation power that reaches the
QE after being coupled to the GC and propagated along the HPWs designed
in Chapter 2 is calculated by

Por = Pexc X CEs32nm X (1 — Yupw), (4.13)

where Pey is the 532 nm laser source excitation power, CEssonm IS the
CE of the GC at 532 nm, and yypyy IS the attenuation loss of the HPW. The
Yupw Of the HPW is calculated by repeating Table (2.2) at 532 nm as shown
in Table (4.2). The yypw Of each HPW is calculated at positions listed in
Table (4.3) as the following

Lpropagation at 532 nm — Lrotation at 700 nm
(1/e) YHPW
For example, the propagation length (1/e losses) for 45° output

(4.14)

polarization is calculated as 11.05 um. However, the required conversion

length is 3.333 um. Consequently, by a proportion and ratio calculation
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shown in Equation (4.14), the loss factor is calculated to be 0.111 which
yields a transmission of 1 — 0.111 = 0.889. Table (4.3) shows a minimum
excitation power of 4.87 mW at the end of 0° HPW when using a TM

polarized excitation light source.

Table 4.2: The two orthogonal modes effective indices for the four HPWs designed at
Chapter 2 at 532 nm

Output Tuned Al . )
polarization width Neff-TM1 Neff-TM2 (eff-ann\)nl (eff_r;,\),,z
angle (nm) M u
0 2.8743- 2.9636-
0 > 0.0043944i | 0.0032487i | °77845 | 1715
o 2.8927- 2.9606-
%0 - 0.0042777i | 0.0036438i 9.897 11.62
0 2.8845- 2.963-
45 62 0.0038325i | 0.0032750i | 109 12.9
0 2.8845- 2.963-
o 2 0.0038326i | 0.0032759i 11.05 12.9

Table (4.3) shows the corresponding CE for each case of the excitation

source’s polarization where the excitation power is assumed to be 1W.

Table 4.3: The CE of the GC after being excited by a 532 nm laser light having 0°, 90°,
and 45°/-45° (Green) and the output power at the end of HPWs mentioned in Table
(4.2) (Orange)

The polarization 0° 90° 45° -45°
of the excitation CE HPW’s HPW’s | HPW’s | HPW’s
source and the THPW | output | output | output | output
HPW (mW) (mW) (mW) (mW)

0’ 0.011 | 0.1881 8.93 9.416 9.78 9.78

90’ 0.006 | 0.144 4.87 5.14 5.33 5.33

45’ 0.011 | 0.111 8.93 9.416 9.78 9.78

-45° 0.011 | 0.111 8.93 9.416 9.78 9.78

Therefore, a 1W excitation power source is enough to excite the QE
that needs only 0.5 mW to achieve a g®®(t) smaller than 0.5 as indicated in
Table (3.1). The 1W excitation power source could be decreased by an
optical attenuator to achieve the required excitation power. Finally, Figure
(4.42) shows the excitation field distribution for each case of excitation
polarization.

(a)



142

|Ez|~2

-2000 0 2000 4000 nm

|[HZ|#2

x10°
1.6
1.4
12

0.8
0.6
0.4
0.2

-2000 0 2000 nm

|Ez|~2

0 5000 nm
Figure 4.42: The intensity distribution of the excitation light source in the simulation
domain for (a) a TE excitation, (b) a TM excitation, (c), and (d) a 45’ linear
excitation.
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Figure 4.42: Continued.
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Chapter 5
Conclusions and Suggestions for Future Work

5.1. Conclusions

Four HPWSs, which have an embedded QE, were designed to emit single
photons with a definite polarization at 0°, 457-45", and 90°. The proposed
HPWs provided a high energy extraction efficiency for the QE in the
optimum position inside them for each HPW. The proposed structure with a
specified output polarization could be implemented in a practical on-chip
QKD system based on BB84 protocol or other related protocols and,

consequently, reduces the system complexity.

The experimental photophysics parameters, which are unique to every
QE, were used in the suggested MATLAB modeling scripts. Besides, the
effect of coupling on a model for the two-level QE was presented using
QUTIP. The proposed work predicted the experimental behavior of the QE
before and after coupling to a nanostructure, i.e., DLSPP waveguide or
nanoantenna. Although the theoretical modeling has its limitations since it
does not include all the experimental framework parameters, however, the
prediction of the experimental data provides sufficient information to
evaluate the approximate performance of the QE before and after coupling

to a nanostructure.

A novel and, simple approach is proposed to design a compact and
polarization-independent GC. The proposed method simplifies the
fabrication process through consecutive deposition and etching processes.
Furthermore, the proposed design methodology could be followed as a
general design methodology for any emission wavelength or waveguide
dimensions. The CE of the proposed GC is comparable to other GCs
presented in the literature survey with larger channel width.



141

5.2. Future work

The high performance of coupling the QE to an HPW with low loss and

compact footprint facilitates the way toward further developments. For

example:

1.

The design of an HPW that supports different orientations for the QE
embedded inside the HPW with enhanced Purcell factor.

The utilization of tapered structures might lead to more advanced
performance.

The photophysics parameters of QEs other than NV center, such as
SiVv, GeV, SnV, PbV, semiconductor QDs, etc, are still not
determined. The modeling of g®(t) for other QEs could be determined
once the photophysics parameters of these QEs will be known.
Different approaches could be followed to improve the performance
of the proposed GC. For example, the second layer gratings’ shape
could be altered to obtain equal CEs and PDL for the four polarization
cases. Consequently, the new shape might result in equal brightness
for all polarization cases.

Studying the performance of QEs that emit at 1550 nm.
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B. The MATLAB code for Section (3.2)
clear all;

tow = (-100E-9:0.001E-9:100E-9); %the time delay for the autocorrelator

pf =0.88; %Emission probability of the QE

k12 = 1/(400E-9); %Pump rate

k21 = 1/(20.1E-9); %Radiative rate before coupling

k211 = 3/(20.1E-9); %Radiative rate after coupling

k32 = 1/(127E-9); %Nonradiative transition before coupling
k321 = 2/(127E-9); %Nonradiative transition after coupling
k23 = 1/(31E-9); %Nonradiative transition before coupling
k231 = 2/(31E-9); %Nonradiative transition before coupling
Al =kl12 + k21 + k32 + k23;

A2 =Kk12 + k211 + k321 + k231,

Bl = k12*k23 + k12*k32 + k21*k32;

B2 = k12*k231 + k12*k321 + k211*k321;

towtwol = 2/(Al-(sqrt(A1*Al - 4*B1)));

towtwo2 = 2/(A2-(sqrt(A2*A2 - 4*B2)));

towthreel = 2/(AL1+(sqrt(A1*Al - 4*B1)));

towthree2 = 2/(A2+(sqrt(A2*A2 - 4*B2)));

c21 = (1-(towtwo1*k32))/(k32*(towtwol-towthreel));

c22 = (1-(towtwo2*k321))/(k321*(towtwo2-towthree2));
c31=-1-c21;

€32 =-1-c22;

g21 = 1-(pf*2)+(pf2)*((1 + (c21 .* exp(-abs(tow)./towtwol)) + (c31 .* exp(-

abs(tow)./towthreel)))); %g2 before coupling

g22 = 1-(pf*2)+(pf2)*((1 + (c22 .* exp(-abs(tow)./towtwo2)) + (c32 .* exp(-

abs(tow)./towthree?2)))); %g?2 after coupling
hold on

plot (tow,g21,'b-"

plot (tow,g22,'r-")

hold off



C. The MATLAB code for Section (3.3)

clear all;

tow = (-100:0.001:100);

row=0.864406779;

gammal=0.03;

gamma2=0.005;

beta=1.36;

k21 = 0.046;

k12 = gammal - k21;

k31 = gammaz2/beta;

k23 = (gammal*gamma2*(beta-1))/(beta*k12);

k21lafter = 5.8*%k21;

k23after = 1*k23;

k3lafter = 1*k31;

k12after = 1*k12;

gammal2 = k12 + k21;

gamma22 = k31 + ((k12*k23)/(k12+k21));

beta2 = 1 + ((k12*k23)/(k31*(k21+k12)));

gammal2after = k12after + k21after;

gamma22after = k31after + ((k12after*k23after)/(k12after+k21after));
beta2after = 1 + ((k12after*k23after)/(k31after*(k21lafter+k12after)));
g2b1 = 1-(row*row)+((row*row)*(1 - (beta * exp(-gammal*abs(tow))) + ((beta -
1)*exp(-gamma2*abs(tow)))));

g2b2 = 1-(row*row)+((row*row)*(1 - (beta2 * exp(-gammal2*abs(tow))) + ((beta2 -
1)*exp(-gamma22*abs(tow)))));

g2b3 = 1-(row*row)+((row*row)*(1 - (beta2after * exp(-gammal2after*abs(tow))) +
((beta2after - 1)*exp(-gamma22after*abs(tow)))));

hold on

plot(tow,g2bl,'b")

plot(tow,g2b2,'r")

plot(tow,g2b3,'black’)

hold off
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D. The QuTiIiP code for Section (3.4)

import numpy as np

import matplotlib.pyplot as plt

from scipy.interpolate import interp2d

from qutip import *

plt.rcParams["font.size"] = 18"

plt.rcParams["font.family"] = "Times New Roman"
plt.rcParams["font.weight] = "bold"

# shared parameters

gammal = 1 # decay rate

gamma2 =5 # Enhanced decay rate

tlist = np.linspace(0, 13, 300)

taulist = tlist

# parameters for TLS with exponential shape wavepacket (short pulse)
tp_e = 0.060 # Gaussian pulse parameter

Om_e =19.40 # driving strength

t offset e =0.405

pulse_shape e = Om_e/2 * np.exp(-(tlist - t_offset_e) ** 2 /(2 * tp_e ** 2))
# parameters for TLS with Gaussian shape wavepacket (long pulse)
tp_G = 2.000 # Gaussian pulse parameter

Om_G =0.702 # driving strength

t offset G=5

pulse_shape G = Om_G/2 * np.exp(-(tlist - t_offset G) ** 2 /(2 * tp_G ** 2))
# initial state

psi0 = fock(2, 0) # ground state

# operators

sm = destroy(2) # atomic lowering operator

n = sm.dag()*sm # number operator

# Hamiltonian

H_I =sm + sm.dag()

H_e =[[H_I, pulse_shape e]]

H_G =[[H_I, pulse_shape_G]]

# collapse operator that describes dissipation

c_opsl = [np.sgrt(gammal) * sm] # represents spontaneous emission
c_ops2 = [np.sgrt(gamma2) * sm] # represents spontaneous emission
n_el = mesolve(H_e, psi0, tlist, c_opsl, n).expect[0]

n_G1 = mesolve(H_G, psi0, tlist, c_opsl, n).expect[0]

n_e2 = mesolve(H_e, psio, tlist, c_ops2, n).expect[0]

n_G2 = mesolve(H_G, psi0, tlist, c_ops2, n).expect[0]

fig, ax = plt.subplots(figsize=(5, 8))

ax.plot(tlist, n_el, 'r', label = "Exponential pulse,Before coupling™)
ax.plot(tlist, n_G1, 'b', label = "Gaussian pulse,Before coupling™)
ax.plot(tlist, n_e2, 'c', label = "Exponential pulse,After coupling")
ax.plot(tlist, n_G2, 'g', label = "Gaussian pulse,After coupling™)
ax.legend()

ax.set_xlim(0, 13)

ax.set_ylim(0, 1)

ax.set_xlabel('Time, $t$ [$1/\gamma$]’)

ax.set_ylabel('Emission flux [$\gamma$]’)

#ax.set_title("Two-level system emission shapes’)

# specify relevant operators to calculate the correlation for decay rate =1
# <A(t)B(t+tau)C(t)>




a_op = sm.dag()

b_op =sm.dag() * sm

c_op=sm

# calculate two-time correlations for decay rate = 1

G2_t_tau_el = correlation_3op_2t(H_e, psi0, tlist, taulist, c_ops1, a_op, b_op, c_op)
G2_t tau_G1 =correlation_3op_2t(H_G, psi0, tlist, taulist, c_opsl1, a_op, b_op, c_op)
# specify relevant operators to calculate the correlation for decay rate = 5

# <A(t)B(t+tau)C(t)>

a_op = sm.dag()

b_op =sm.dag() * sm

c_op=sm

# calculate two-time correlations for decay rate = 5

G2_t_tau_e2 = correlation_3op_2t(H_e, psi0, tlist, taulist, c_ops2, a_op, b_op, c_op)
G2_t tau_G2 = correlation_3op_2t(H_G, psi0, tlist, taulist, c_ops2, a_op, b_op, c_op)
fig = plt.figure(figsize = (4, 9))

ax_e = fig.add_subplot(121)

p_e =ax_e.pcolor(tlist*gammal, taulist*gammal, abs(G2_t_tau_el).transpose())
ax_e.set_xlim(0, 13)

ax_e.set_ylim(0, 13)

ax_e.set_xlabel('Time, $t$ [$1/\gamma$]’)

ax_e.set_ylabel('Delay, $\\tau$ [$1/\gamma$]’)

ax_e.set_title('$G™{(2)}(t,\\tau)$ for exponential output pulse,decayrate = 1%);
fig.colorbar(p_e, ax = ax_e)

ax_G =fig.add_subplot(122)

p_G = ax_G.pcolor(tlist*gammal, taulist*gammal, abs(G2_t_tau_G1).transpose())
ax_G.set_xlim(0, 13)

ax_G.set_ylim(0, 13)

ax_G.set_xlabel("Time, $t$ [$1/\gamma$]')

ax_G.set_ylabel('Delay, $\\tau$ [$1/\gamma$]’)

ax_G.set_title('$G™{(2)}(t,\\tau)$ for Gaussian output pulse,decayrate = 1');
fig.colorbar(p_G, ax = ax_G)

fig = plt.figure(figsize = (4, 9))

ax_e = fig.add_subplot(121)

p_e =ax_e.pcolor(tlist*gammal, taulist*gammal, abs(G2_t_tau_el).transpose())
ax_e.set_xlim(0, 13)

ax_e.set_ylim(0, 13)

ax_e.set_xlabel('Time, $t$ [$1/\gamma$]’)

ax_e.set_ylabel('Delay, $\\tau$ [$1/\gamma$]’)

ax_e.set_title('$G {(2)}(t,\\tau)$ for short pulse,Before coupling’);
fig.colorbar(p_e, ax = ax_e)

ax_G = fig.add_subplot(122)

p_G = ax_G.pcolor(tlist*gammal, taulist*gammal, abs(G2_t_tau_G1).transpose())
ax_G.set_xlim(0, 13)

ax_G.set_ylim(0, 13)

ax_G.set_xlabel('Time, $t$ [$1/\gamma$]’)

ax_G.set_ylabel('Delay, $\\tau$ [$1/\gamma$]’)

ax_G.set_title("$G™{(2)}(t,\\tau)$ for long output pulse, Before coupling?;
fig.colorbar(p_G, ax = ax_G)

fig = plt.figure(figsize=(4, 9))

ax_e = fig.add_subplot(121)

p_e = ax_e.pcolor(tlist*gammaz2, taulist*gammaz, abs(G2_t_tau_e2).transpose())
ax_e.set_xlim(0, 36)



ax_e.set_ylim(0, 36)

ax_e.set_xlabel('Time, $t$ [$1/\gamma$]')

ax_e.set_ylabel('Delay, $\\tau$ [$1/\gamma$]’)
ax_e.set_title('$G™{(2)}(t,\\tau)$ for short output pulse, After coupling’);
fig.colorbar(p_e, ax = ax_e)

ax_G =fig.add_subplot(122)

p_G = ax_G.pcolor(tlist*gammaz2, taulist*gamma2, abs(G2_t_tau_G2).transpose())
ax_G.set_xlim(0, 36)

ax_G.set_ylim(0, 36)

ax_G.set_xlabel('Time, $t$ [$1/\gamma$]')

ax_G.set_ylabel('Delay, $\\tau$ [$1/\gamma$]’)
ax_G.set_title('$G™{(2)}(t,\\tau)$ for long output pulse, After coupling');
fig.colorbar(p_G, ax = ax_G)

G2_tau_el = np.trapz(G2_t_tau_el.transpose(), tlist)

G2_tau_G1 = np.trapz(G2_t_tau_G1.transpose(), tlist)

G2_tau_e2 = ((gamma2)"2) * np.trapz(G2_t_tau_e2.transpose(), tlist)
G2_tau_G2 = ((gamma2)"2) * np.trapz(G2_t_tau_G2.transpose(), tlist)
fig, ax = plt.subplots(figsize = (5, 8))

ax.plot(taulist, G2_tau_el, 'r', label = "Exponential pulse, Before coupling”)
ax.plot(taulist, G2_tau_G1, 'b', label = "Gaussian pulse, Before coupling")
ax.plot(taulist, G2_tau_e2, 'c', label = "Exponential pulse, After coupling™)
ax.plot(taulist, G2_tau_G2, 'g', label="Gaussian pulse, After coupling")
ax. legend()

ax.set_xlim(0, 13)

ax.set_ylim(0, 0.07)

ax.set_xlabel('Time delay, $\\tau$ [$1/\gamma$]’)
ax.set_ylabel('$G™N{(2)}(\\tau)$ [$\gamma”2$]")

#ax.set_title('Integrated second-order coherence’);

g20_el = 2*abs(np.trapz(G2_tau_el, taulist))

g20_G1 = 2*abs(np.trapz(G2_tau_G1, taulist))

g20_e2 = 2*abs(np.trapz(G2_tau_e2, taulist))/((gamma2)"2)

g20_G2 = 2*abs(np.trapz(G2_tau_G2, taulist)) /((gamma2)"2)

>>>020_el (For exponential pulse with decayrate = 1)
0.034335904555071774

>>>020_G1(For Gaussian pulse with decay rate = 1)
0.436043415331417

>>>020_e2 (For exponential pulse with decay rate = 5)
0.0054122364617288764

>>>020_ G2 (For Gaussian pulse with decay rate = 5)
0.0034828382166751607



E. MATLAB code to generate the contour plots

clc

clear all;

TE=xlIsread('Probe-Te.csVv');
TM=xlsread('Probe-Tm.csv');
x1=TE(1,2:18);

y1=TE(2:25,1);

z1=TE(2:25,2:18);

x2=TM(1,2:18);

y2=TM(2:25,1);

z22=TM(2:25,2:18);
zlev=0.18:0.01:0.22;

hold on

contour (x1,y1,z1,zlev,'showtext','on")
contour (x2,y2,z2,zlev,'--','showtext’,'on’)
hold off

#The Excel file (Probe-Te.csv) is arranged as shown:
A A C E F ¢ H J K
i TE/TM 250 255 260 265 270 275 280 285 290 295 300
2 335 0.008884 0.01155 0.025697 0.021571 0.014717 0.006626 0.020081 0.082075 0.12502 0.1541 0.11282
340 0.017088 0.005036 0.015518 0.017389 0.013852 0.007277 0.010594 0.062007 0.154 0.16206 0.13747

4 345 0.007833 0.01906 0.01839 0.018942 0.007476 0.007971 0.012437 0.045597 0.14071 0.21034 0.11853
5 350 0.018744 0.009936 0.023312 0.019387 0.012503 0.015194 0.010247 0.059636 0.12763 0.1829 0.14087
6 355 0.020463 0.015309 0.012299 0.018508 0.025119 0.008288 0.042513 0.059971 0.14699 0.18613 0.16122
7 360 0.024095 0.021232 0.015805 0.020848 0.019244 0.007247 0.044166 0.089155 0.16006 0.20264 0.18352

365 0.01956 0.032877 0.014189 0.021481 0.033684 0.025037 0.024128 0.11537 0.17746 0.19588 0.17468
9 370 0.01237 0.007207 0.02455 0.012169 0.015703 0.020188 0.037982 0.099845 0.19723 0.18174 0.17767
10 375 0.051635 0.025943 0.021531 0.007309 0.011849 0.032166 0.040113 0.084271 0.18895 0.1943 0.12478
1 380 0.036215 0.042943 0.015284 0.036633 0.004837 0.015028 0.031254 0.093358 0.14441 0.19597 0.15951
2 385 0.026988 0.03227 0.031621 0.023823 0.011656 0.006494 0.034447 0.10249 0.14563 0.17939 0.14377
3 390 0.018228 0.048247 0.01973 0.019858 0.034318 0.006727 0.034463 0.090368 0.17338 0.14239 0.13014
14 395 0.035195 0.035431 0.033269 0.01935 0.032274 0.010344 0.027599 0.11141 0.14234 0.19773 0.11866
15 400 0.030168 0.02336 0.023268 0.037608 0.01576 0.014696 0.0141 0.09631 0.18021 0.19361 0.14662
16 405 0.002117 0.018439 0.020299 0.015588 0.032913 0.031197 0.019217 0.061322 0.18096 0.20698 0.16249
17 410 0.023073 0.000703 0.032659 0.018627 0.048291 0.039443 0.017604 0.060813 0.18015 0.19356 0.16307
18 415 0.047384 0.032354 0.014604 0.008181 0.027537 0.041556 0.024337 0.042054 0.13642 0.20401 0.15762
19 420 0.033 0.021433 0.04485 0.012617 0.035878 0.031669 0.024674 0.038147 0.11716 0.19889 0.16061
20 425 0.046509 0.018798 0.0147 0.014619 0.020754 0.035447 0.049198 0.06638 0.10816 0.20526 0.16407
21 430 0.059982 0.03253 0.017107 0.033902 0.021526 0.029793 0.052018 0.087611 0.13496 0.2025 0.16887
22 435 0.045875 0.023526 0.010725 0.040478 0.01628 0.018348 0.034623 0.069735 0.16624 0.20322 0.18254
23 440 0.031256 0.023391 0.014509 0.028511 0.021024 0.029284 0.039586 0.049378 0.15066 0.21386 0.20657
24 445 0.056066 0.025265 0.013493 0.032157 0.03738 0.035294 0.039607 0.045038 0.11598 0.18765 0.22848
25 450 0.036804 0.08211 0.020819 0.019589 0.062814 0.046319 0.046053 0.11315 0.12877 0.16661 0.17128

305
0.071546
0.086732

0.07995
0.075317
0.072238
0.090331

0.16276

0.10111

0.11455
0.069145
0.073348
0.072201
0.077951

0.0655

0.09572

0.11556
0.097327
0.094206

0.10065

0.10718

0.11902

0.14276

0.17031

0.17005

310
0.044888
0.044566
0.036625
0.045864
0.036151
0.035522
0.049319
0.052104
0.045881
0.056937
0.028127
0.026428
0.023382
0.026298

0.02606
0.036862

0.04523
0.060338
0.048303
0.050782
0.056012
0.058132
0.085361

0.11081

315
0.060982
0.051322
0.033145
0.019263
0.016607
0.006113
0.010677
0.017243
0.019927
0.021417

0.02534
0.009219
0.009815

0.00606
0.007922
0.008455
0.009776
0.008745
0.013128
0.028445
0.033607
0.021072
0.036622
0.055758

320
0.041737
0.047106
0.050917
0.036067
0.016995
0.004553
0.000481
0.000234
0.003785
0.009094
0.009027
0.005964
0.001352
0.002107
0.001331
0.000184
0.005965
0.008347
0.006396
0.006332
0.004958
0.014278
0.009356
0.003949

325
0.014135
0.025751

0.02964
0.035937
0.037454
0.024582
0.009109
0.006007
0.007478
0.006409
0.002223
0.001897
0.000459
0.000649
0.001121
0.003143

0.00159
0.007445
0.006115
0.003147
0.000449
0.000721
0.006003
0.002405

E-1

330
0.0062
0.006809
0.017147
0.024412
0.024899
0.027614
0.0277
0.023258
0.015692
0.021856
0.016902
0.007704
0.002092
0.000231
0.00098
0.002274
0.003876
0.005403
0.007911
0.006967
0.001827
0.006425
0.005905
0.000243

Figure (E-1): The Excel file shows the CE arrangements for different TE and TM

periods
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ARTICLEINFO ABSTRACT

Erywnrds: Mowadays, most of the on-chip plasmonic single-photon sources emit an unpolarized stream of single photons

k"""_;"ﬁ"' ""'"“" thar demand a subsequent polarizer stage in a practical quantum oryprography systeme In this paper, we

:J'b“d Fammoets: wepabie cumerically demonstrated the coupling of the light emitted from a quantum emdtter ((JE) at 700 nm wavelength
ngle-pholna source

to the propagation mode supported by an on-chip bybrd plasmonic waveguide [HPW) polarization romtor. Our
results proved that the light emitted is insardy polarized at 0, 45/~ 45, and 90° with propagation lengths of 5
pm, 2.3 pm, and 3.9 pm, rr:p-ach.\-dy Moreover, high power-comversion efficiency was obtained from an applied
TAnSverse magnetic I{‘IH] nnde [u spolarization) to a mamsverse dectric (TE) :’W spolarization) and a linearly
polarized light ar 45/-45 of 97% and a 9%, respectively. Furthermore, we obtined almost a 3-fold
enhancement of the total decay rate of the (E with high emission coupling effidency (-factor) of B9, 80%,
and 7% to the comesponding waveguide mode for O, 45 /- 45, and 90, respectively. Our work paves the way
tovwards more efficient, compact, and less complicated on-chip plasmonic single-photon sources with a specified

1. Introdustion

The zingle-photon cource iz one of the main building blodks in any
quantum crypeography aystem that realizes a certain encryption proto-
col [1,2]. A typical experimental realization of the gingle-photon source
depends on the generation of weak coherent pulses (WCP) that mimic
the behavior of zingle-photon pukes [3,4]. Howewer, the probability of
nmultiphoton generation in WCP regults in leakage of information
redhuction of the rancmizion rate and decreases the security of the
ayatem [5]. Therefore, highly efficient quannum key distribution ((FD)
oystems prefer the utilization of a truly efficient zi zource
inztead of WCP [£].

Recently, the most efficient zingle-photon sources with pure gingle
photon emiscion reported the uoe of different types of QBa including
quantum dota [7.5], defect centers in diamonds [9,10], and molecules
[11,12]. The integration pocibility of these singlea-photon sources on
silicon chipa urged the development of “plug and play” single-photon
sources for (JFD tranemitters where the coupling technigues between
the waveguide mode and the optical fber are wsed to cimplify the
alignment and exgact the zingle-photon efficiently for fres-cpace

* Corresponding author.
E-munl addrecc: farock abd] 101 aiilps ucbaghdad eduiq (F.A Khaleel).

httpe//dolorg,10.101 6. photonics. 2021. 1

tramemicsion [13].

warying the (JE enviromment via the Purcell sffect [14]. Many recent
publizhed works simulated the enhancement of Purcell factor az well az
the enhancement of the radiative emision coupling efficiency (f-factor]
by coupling the (B emizsion to a plasmaonic waveguide (PW) due to the
high confinement of its fundamental propagation mode. Por example,
Siampour et al [15] proposed an on-chip single-photon source that
achieved a 42 fold enhancement of the spontansous emimion for a
nitrogen-vacancy [NV coupled to a dislectric-loaded surface plazmon
polariton (DLSPP) wanreguide with [ equals 63%. Furthermore, Fumar
et al. [16] achieved a 37 total decay rate enhancement and f-factor of
57% when they coupled quantum doz emission to the proposed HPW
for on-chip single-photon applications. A recent work of Siampour et al.
[17] achieved an cuttanding performance of 10-fold Purcell snhance-
ment for a germoanien vacncy (OeV) center and 12-fold Poscell
enhancement for MV center coupled to their proposed DLEPP waveguids
structure, which can aloo act az an efficient on-chip zingle-photon source
for QFD syctems.
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Abstract

In this paper, a double-layer approach is proposed to design a compact four states polar-
ization-independent grating coupler (GC). The proposed polarization-independent GC is
designed to couple a 700 nm polarized light propagated in a 150 nm Gallium Phosphide
{GaP) waveguide to a polarization-maintaining fiber. The double-layer approach is based
on the deposition of GaP gratings designed to couple the transverse magnetic (TM) light
over the GaP gratings designed to couple the transverse electric (TE) light. The two layers
are separaied by a Hydrogen silsesquioxane (HSQ) with an optimum thickness of 20 nm.
The grating periods and the fill factors of the two layers are optimized to achieve maximum
possible coupling efficiency (CE). The proposed method resulted in relatively high CEs
of 39.2, 31.1, and 23.3% for the TE, TM, and 45%-45" linearly polarized light, respec-
tively. The polarization-dependent loss (PDL) is 1 dB, 1.26 dB, and 2.26 dB corresponding
to TE-TM, TM-45°-45", and TE-457/-45°, mespectively. The performance of the double-
layer approach is numerically verified by the two-dimensional (2D) finite element algo-
rithm (FEM) using COMSOL software. The proposed method suggests a novel and simple
approach to design a compact four states polarization-independent GC that could be used
in integrated (on-chip) photonic communication circuits.

Keywords Polarization-independent - Grating coupler - Photonic waveguide - Integrated
photonic - COMSOL - Subwavelength structures

1 Introduction

The optical fibers are widely used to transfer light over long distances with minimum
propagation losses. The photonic waveguides perform the same function in on-chip
photonic circuits. However, the coupling of the light between the optical fibers and the
photonic circuits is a major issue because of the difference in their waveguide modes
{Chrostowski and Hochberg 2015). The GC is one of the best solutions that managed
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! Department of Engineering and Industrial Applications, Institute of Laser for Postgraduate Studies,
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The modeling techniques of the second-order correlation
function g¥(7) for a quantum emitter

Faroog Abdulghafoor Khaleel |

Shelan Khasro Tawleeqg

Department of Engineering and Industrizl
Applications, Instilute of Laser ke Abstract
Penstgrasc uste Stuclies, University of The numerical techniques required to prove the single-photon emission from
Baghdad, Baghelad, Trag any type of quantum emitter (QE) after being coupled to any nanostructure
Correspodence are presented in this paper. The Purcell effect modifies the emission character-
Faroog Abdulghefoor Ehaleel, istics of QEs, such as oolor centers in nanodiamonds, for example, nitrogen-
Department of Engineering and Industrizl " v . .
Apgiications, Inetinue of Lager e vacancy (NV) centers, silicon vaancy (SiV) centers, and so forth, or semicon
Pron gl st 5 tucliess, Tl versity of ductor quantum dots. Our numerical approach is based on the unique QES
Baghdad, Beghdad, Irag experimental photophysics parameters and numerical analysis sofbware, which
z::::' f 102 @ilps uchaghdad. are MATLAB and Quantum Toolbax in Python (QuTiP) Our results show a
comparahle ¢ (r) behavior between our proposed numerical model and the
other two experimental results for the QE before and after coupling to a
plasmonic wavegnide with subwavelength dimensions. Our proposed method
is essential to prove the single-photon emission of modeled single-photon
source (SPS) in an on-chip polarization-dependent quantum key distribution
system (QKD).
KEYWORDS
numerical modeling, photophyscs, punell effects, QuTIP, second-order correlation
function, dngle-photon soume
1 | INTRODUCTION

Multiple fast quantum photonic processes could be integrated into built-in rigid circuits, which could be realized by sta-
ble and compact schemes known as Fhotonic Integrated Circuits (FICs) PI1Cs facilitate designing quantum building
blocks with different materials and peometries at a lithographic scale to achieve accurate demands of QKD appli-
ances.* An essential building block in PICs is a controlled source of indisti nguishable single photons.® These single
photons could be achieved either with a probability-dependent source, that could be heralded or multiplexed for high
efficiency® or by coupling a single QE to 2 nanocavity” or nanowaveguide® designed 1o gather single photons emitted by
spontaneous emission. The coupling of the QE into nanostructures enhances the spontaneous emission rate of the QE
due to the Purcell effect” The coupling of a single QE, for example, a color center in nanodiamond ® semiconductor
quantum dot (OD),? or a molecule™ w a plasmonic wavegnide (FW) is an important field of stody. 1is importance
resulted from the subwavelength confinement of the light, decay rate enhancement of the QE, and efficient routing of
the emitted photons on the same PIC."" By applying the emitted photons from the QE and from the PW's end 1o a
Hanbury Brown and Twiss (HET) detection setup, the single-photon emission is proved before and after the coupling,
respectively.”*'* From the HBT experiment, a measured value of g™ {r = 0) less than 0.5 is clear proof that the QEs

radiation and, consequently, the excited plasmons are emitted on a photon-by-photon basis "'

Imt J Numer Modal F0F2e3m3. 1 of 19
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Abstract: The Alommmum (Al matenial emerzed as 2 plasmonic matenial mthe wavelensth ranges fom the
nliraviolet to the visible bends in different on-chip plasmomic applications. In this paper, we demonsirate the
effect of using Al on the sleciromasnetic (EM) field dismbution of a2 conpact bvbnd plasmonic wavesnde
(HPF'W) acting as a polarization rotator. We conpare the performance of Al with other fannliar metals that are
widaly used as plasmonic materials, which are Sitver (Ag) and Gold (Aw). Furthenmore we shady the effect of
reducing the peomemcal dirmensions of the used materials on the EM field dismbutions insde the HPW and
consequently, on the efficiency of the polanzaton rotzfion. We perform the shdy based on the Finite Element
Asthod (FEM) using COMMSOL softwere at an opsration wavelength of 700 nm This paper verifies that the Al
could be used as mn efficient plasmonic material in intesrated singla-photon sources for quantmm key distribation
SYIIES.

Key words:

1. Imtroduction availabibty, low cost, and fabrication ezsness
dowm to 5 1 1 T

The photonc spplications t the visble 300 s g mat amprat . emted
nfrared wavelengths depend wadely om plazmomic devices is the polanzation rotators
pla:-lpnmcs Fecent _ researches ;bnwed [19]. Recently, the polanzanon rotators are
EIJ{E.-!i.EIEb].E progress m plazmon-bazed light apphed in miegrated single-photon sources m
trappmg [1, 2], ism‘fa-:e-enhan:ed spectroscopy polarization-based quantum key distrbution
[3. 4]. sensors [3, 6]. optoelectromie devices [7. o 107 The zim of [20] was to control the
8], nonlmear optics [3, 10], and photocatalysis oy polanzation of the emitted photons from
[11, 12]). In nenoscals devices, extending the a quanhmm emitter (JE) coupled to an HPW
plasmome excitation effect from imfrared aching as a polanzabon rotator. Morecver, the
wisible to the ultraviolet wavelengths rnge sa o o) wavelength of most QEs 15 700 nm,
qnj_ur-:haﬂmge.The_nzha]lmgemsfmmthE where the Au and Az plasmonic metals begin to
linted performemee {LE._ weak resonance effect) lase their plasmonies properties [21].
of the commen plasmome metals, which are An This paper compares the performance of using
andAgatthE'.ulbleandL_‘r'vm'deugﬂ?z An, Ap and Al as plasmonic metals m
ranges [13, 14] The Ag exhubited rapid p-u:ulanzaunn rotators  based on  HPEW.
ceadation that detenorates the plasmome effects, Furthermore, the effect of wsing differenmr
winle the interband transitions m An merease at plasm:rmcn:ﬂalsnnﬂummatmua‘u-mnfﬂne
the visible wavelength ranges and below and act 0 ated HPW wall also be discussed This
asa#sipaﬁ'rechanuﬂﬂ:dmakﬂmﬂm paper is aranged as follows: Sectiom (2)
plasmonic effect [15. 16]. However, the Al o 4 ge ponciples of the polanzation
emerged as a preferable plasmonic metal at the rotators. Section (3) compares the performance
visible and UV wavelengths because of its of the polanzation mtator wsng different
swong resonance at these wavelengths, patwal  ploovonics  metals Finally, Section  (4)

concludes our findings.
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